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An Application-Attuned Framework for Optimizing
HPC Storage Systems

Arnab Kumar Paul

(ABSTRACT)

High performance computing (HPC) is routinely employed in diverse domains such as life
sciences, and Geology, to simulate and understand the behavior of complex phenomena. Big
data driven scientific simulations are resource intensive and require both computing and I/O
capabilities at scale. There is a crucial need for revisiting the HPC I/O subsystem to better
optimize for and manage the increased pressure on the underlying storage systems from big
data processing. Extant HPC storage systems are designed and tuned for a specific set of
applications targeting a range of workload characteristics, but they lack the flexibility in
adapting to the ever-changing application behaviors. The complex nature of modern HPC
storage systems along with the ever-changing application behaviors present unique opportu-
nities and engineering challenges.

In this dissertation, we design and develop a framework for optimizing HPC storage sys-
tems by making them application-attuned. We select three different kinds of HPC storage
systems – in-memory data analytics frameworks, parallel file systems and object storage. We
first analyze the HPC application I/O behavior by studying real-world I/O traces. Next we
optimize parallelism for applications running in-memory, then we design data management
techniques for HPC storage systems, and finally focus on low-level I/O load balance for im-
proving the efficiency of modern HPC storage systems.

In the first part of this dissertation (Chapter 3), we focus on collecting and studying file
system statistics from two Livermore Computing systems with 15 PiB Lustre file systems
at Lawrence Livermore National Laboratory. We add to the state-of-the art in I/O under-
standing by providing insight into how general HPC workloads affect the performance of
large-scale HPC storage systems. In the second part of this dissertation (Chapter 4), we
enable dynamic partitioning approach to improve task parallelism for in-memory data ana-
lytics frameworks. The third part of this dissertation (Chapter 5 and Chapter 6) proposes
scalable and novel techniques for data management in HPC storage systems. We design and
develop a generalized and scalable storage system monitor FSMonitor (Chapter 5) for cap-
turing and reporting events on heterogeneous large-scale storage systems. Furthermore, we
propose a metadata indexing and search tool Brindexer (Chapter 6) specifically designed
for large-scale HPC storage systems. Brindexer is mainly designed for system administra-
tors to help them manage the file system effectively. In the fourth part of this dissertation
(Chapter 7), we use all the findings and tools from the previous parts to develop an “end-
to-end control plane” that leverages real time load information for distributed storage server
global data placement while our design model leverages trace-based optimization techniques
to minimize I/O load request latency between clients and servers.
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(GENERAL AUDIENCE ABSTRACT)

Clusters of multiple computers connected through internet are often deployed in industry
and laboratories for large scale data processing or computation that cannot be handled by
standalone computers. In such a cluster, resources such as CPU, memory, disks are integrated
to work together. With the increase in popularity of applications that read and write a
tremendous amount of data, we need a large number of disks that can interact effectively in
such clusters. This forms the part of high performance computing (HPC) storage systems.
Such HPC storage systems are used by a diverse set of applications coming from organizations
from a vast range of domains from earth sciences, financial services, telecommunication to
life sciences. Therefore, the HPC storage system should be efficient to perform well for the
different read and write (I/O) requirements from all the different sets of applications. But
current HPC storage systems do not cater to the varied I/O requirements. To this end, this
dissertation designs and develops a framework for HPC storage systems that is application-
attuned and thus provides much improved performance than other state-of-the-art HPC
storage systems without such optimizations.
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Chapter 1

Introduction

High performance computing (HPC) storage systems are increasingly becoming important.
From life sciences and financial services to manufacturing and telecommunications, organiza-
tions are finding that they need not just more storage, but high-performance storage to meet
the demands of their data-intensive workloads. This has resulted in a massive amount of data
generation (order of petabytes), creation of billions of files, and thousands of users acting on
large-scale distributed high performance computing (HPC) storage systems. According to
a recent report from National Energy Research Scientific Computing Center (NERSC) [14],
over the past 10 years, the total volume of data stored at NERSC has grown at an annual
rate of 30 percent. This massive rate of data generation has resulted in an increasing need
for high performance distributed storage systems like Apache Spark [211, 212], Ceph [201],
GlusterFS [46], IBM Spectrum Scale [168] (formally known as GPFS) and Lustre [47].

The dependency on HPC storage systems has resulted in input-output (I/O) operations be-
coming the bottleneck for application performance. The current trend for high performance
computing (HPC) systems is that processor performance improves at a rate of 20% per year,
while disk access time improves by only 10% every year [85]. As a result, massively paral-
lel HPC applications can suffer from imbalance in computation and I/O performance, with
I/O operations becoming a limiting factor in application efficiency [105]. To mitigate this
problem, much effort is needed to implementing high performance parallel file systems to
support the I/O needs of HPC applications.

HPC storage systems are designed to distribute file data across multiple servers so that
multiple clients can access file system data in parallel. Typically, they consist of clients that
read or write data to the file system, data servers where data is stored, metadata servers
that manage the metadata and placement of data on the data servers, and networks to
connect these components. Data may be distributed (divided into stripes) across multiple
data servers to enable parallel reads and writes. This level of parallelism is transparent
to the clients, for whom it seems as though they are accessing a local file system. This
entire storage system stack (clients, metadata servers, and data servers) can be exploited to

1



2 Chapter 1. Introduction

optimize the performance of distributed storage systems.

1.1 Motivation

Several factors affect the I/O performance of big data HPC applications. First, the number
and kinds of applications that an HPC storage system supports is increasing rapidly [213],
which leads to increased resource contention and creation of hot spots where some data or
resources are consumed significantly more than others. Second, the underlying storage sys-
tems, e.g., Ceph [201], GlusterFS [46], and Lustre [47], are often distributed, and adopt a
hierarchical design comprising thousands of distributed components connected over complex
network topologies. Managing and extracting peak performance from such resources is non-
trivial. With changing application characteristics, static approaches (e.g., [68, 198]) are no
longer sufficient, necessitating dynamic solutions. Third, the storage components can develop
load imbalance across the I/O servers, which in turn impacts the performance and time to so-
lution for the big data problem. Moreover, big data science relies on sophisticated workflows
that encompass a wide variety of storage locations as data flows from instruments to process-
ing resources and archival storage. Each storage location may be completely independent
of one another, managed in separate administrative domains and providing heterogeneous
storage interfaces such as hierarchical POSIX stores, high-performance distributed storage,
persistent tape storage, and cloud-based object stores. Data may be stored for short to long
periods on each, be accessible to dynamic groups of collaborators, and be acted upon by
various actors. As data generation volumes and velocities continue to increase, the rate at
which files are created, modified, deleted, and acted upon (e.g., permission changes) make
manual oversight and management infeasible.

There is a plethora of application-specific parameters that impact runtime performance in
Apache Spark, such as tasks parallelism, data compression and executor resource configu-
ration. In typical data processing systems, the input (or intermediate) data is divided into
logical subsets, called partitions. Specifically, in Spark, a partition can not be divided be-
tween multiple compute nodes for execution, and each compute node in the cluster processes
one or more partitions. Moreover, a user can configure the number of partitions and how
the data should be partitioned (i.e., hash or range partitioning schemes) for each Spark job.
Sub-optimal task partitioning or selecting a non-optimal partition scheme can significantly
increase workload execution time. For instance, if a partition strategy launches too many
tasks within a computation phase, this would lead to CPU and memory resource contention,
and thus lose performance. Conversely, if too few tasks are launched, the system would have
low resource utilization and would again result in reduced performance.

Even though HPC parallel file systems such as Lustre provide much higher bandwidth and
reliability than other options, continual improvement of parallel file systems is needed to
reduce the impact of the increasing I/O performance bottleneck. File system designers need
a comprehensive understanding of the I/O workloads on current HPC systems so that they
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can design successful next-generation file systems. Additionally, HPC system designers and
system administrators need to understand both file system and application behavior so that
they can design and tune HPC systems to run as efficiently as possible. Traditionally, I/O
and storage analysis efforts have concentrated on analyzing application I/O behavior from
application-level statistics [88, 89, 97, 122, 139, 147, 169], and there have been significant
studies on the I/O workloads of large scale systems [50, 51, 52, 105, 123, 199, 200] which
identify potential I/O bottlenecks in applications and suggest improvements to HPC users.
However, while these studies can give clues about how particular applications utilize and
stress HPC file systems, they do not give true insight into storage system performance under
a general load. Thus, in order to draw meaningful conclusions about how to improve parallel
file system designs for all users of an HPC system, we need to analyze statistics captured
from the file system itself (from file system data on compute nodes and from data on servers
that manage the I/O requests from HPC applications) independently of user applications.

1.2 Application-Attuned HPC Storage Systems

To address the above issues, this dissertation proposes, designs, and implements an application-
attuned framework for optimizing HPC storage systems. This dissertation focuses on exploit-
ing the different layers in the storage stack of HPC storage systems, namely, the clients on
which applications are run, the metadata servers and the storage servers. The different HPC
storage systems which are optimized here are - Apache Spark, Lustre file system, and Ceph
object store. However, the approaches mentioned in this dissertation are applicable for any
hierarchical HPC storage system. A plethora of different kinds of applications are explored,
ranging from I/O intensive workloads to big data analytics workloads. The overarching goal
of this dissertation is to improve the efficiency and flexibility of HPC storage systems by mak-
ing them application-aware, and also improve the performance of applications by providing
a transparent interface for efficient interaction with the underlying storage infrastructure,
and making the storage software layer fully-aware of both the workload characteristics and
the underlying storage heterogeneity.

Next, we define the various optimizations performed in achieving an application-attuned
framework for the various HPC storage systems.

1.2.1 Understanding HPC Application I/O Behavior Using Sys-
tem Level Statistics

Analyzing HPC Application I/O behavior is a very important work to be done to understand
what kinds of optimizations to perform on HPC storage systems. Some of the earliest
studies of HPC file systems utilizing system statistics were in 2010 [175, 225]. These works
analyzed the deployment of Lustre file systems and lessons learned from them. However, to
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the best of our knowledge, there have not been efforts which analyze file system statistics
in an application-agnostic manner to understand how to support a general HPC workload.
Lawrence Livermore National Laboratory (LLNL) is home to a variety of clusters that utilize
Lustre file systems as primary storage, and millions of jobs run on these systems. In this
effort, we take advantage of the Lustre resources at LLNL and perform a study of general
application behavior using file system statistics from Lustre.

In the first part of this dissertation, we collect and study file system statistics from two
Livermore Computing systems with 15 PiB Lustre file systems at LLNL, namely Quartz

and Cab1 [154, 155, 157]. We collect two types of data from these systems. - Aggregate
Job Statistics and Time-Series Job Statistics. We analyze these system statistics without
knowledge of the types of applications running on these systems with the goal of answering
questions like What are the typical I/O characteristics of I/O-heavy jobs?, How do I/O
operations of jobs affect the metadata server?, and How does the size of application output files
correlate with compute node memory size? Our study of application-agnostic I/O statistics
from the Lustre file system contributes to the state-of-the-art in I/O behavior understanding.
We provide insight into how general HPC workloads affect the performance of file systems,
which can aid system architects in improving file system and storage system designs and
system administrators in tuning existing systems and advising users of best practices. These
improvements will help to alleviate the I/O imbalance in HPC systems and increase the
overall efficiency of HPC applications.

1.2.2 Optimizing Data Partitioning for In-Memory Data Analyt-
ics Frameworks

Inferior partitioning can lead to serious data skew across tasks in Apache Spark, which would
eventually result in some tasks taking significantly longer time to complete than others. As
data processing frameworks usually employ a global barrier between computation phases, it
is critical to have all the tasks in the same phase finish approximately at the same time, so
as to avoid stragglers that can hold back otherwise fast-running tasks. The right scheme for
data partitioning is the key for extracting high performance from the underlying hardware
resources. However, finding a data partitioning scheme that gives the best or highest per-
formance is non-trivial. This is because, data analytic workflows typically involve complex
algorithms, e.g., machine learning and graph processing. Thus, the resulting task execution
plan can become extremely complicated with increasing number of multiple computation
phases. Moreover, given that each computation phase is different, the optimal number of
partitions for each phase can also be different, further complicating the problem.

In the second part of this dissertation, we propose Chopper [163], an auto-partitioning
system for Spark2 that automatically determines the optimal number of partitions for each

1Cab was decommissioned in June 2018.
2We use Spark as our evaluation DAG-based data processing framework to implement and showcase the
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computation phase during workload execution. Chopper alleviates the need for users to
manually tune their workloads to mitigate data skewness and sub-optimal task parallelism.
Our proposed dynamic data partitioning is challenging due to several reasons. First, since
Spark does not support changing tasks parallelism parameters for each computation phase,
Chopper would need to design a new interface to enable the envisioned dynamic tuning
of task parallelism. Second, the optimal data partitions differ across different computation
phases of workloads. Chopper needs to understand application characteristics that affect
the task parallelism in order to select an appropriate partitioning strategy. Finally, to adjust
the number of tasks, Chopper may introduce additional data re-partitioning, which may
incur extra data shuffling overhead that has to be mitigated or amortized. Thus, a careful
orchestration of the parameters is needed to ensure that Chopper’s benefits outweigh the
costs.

1.2.3 File System Monitoring for Large Scale Storage Systems

Many small-scale local storage systems provide mechanisms to detect and report data events,
such as file creation, modification, and deletion. Tools such as inotify [124], kqueue [108],
and FileSystemWatcher [131] enable developers and applications to respond to data events.
However, such tools are not scalable and suitable for large-scale parallel file systems, like,
Lustre [12] and IBM’s Spectrum Scale [168] (formally known as GPFS), and object-based
storage systems, like Ceph [201] and Gluster [79]. Such large-scale storage systems often
maintain an internal metadata collection catalog, such as Lustre’s Changelog, IBM Spectrum
Scale’s mmaudit, Ceph’s Journal, and Gluster’s libgfchangelog, which enables developers to
query data events. However, each of these tools provides a unique API and event description
language. For example, a file creation action may be recorded as a 01CREAT event in
Lustre’s Changelog, and an openc event in Ceph’s Journal. Furthermore, the difference in
the architecture of parallel file systems and object-based storage systems makes developing
a generalized file system event monitoring tool for large-scale storage systems non-trivial.

In the third part of this dissertation, we present a generalized, and scalable, storage system
monitor, called FSMonitor, for File System Monitor [152, 153, 156]. FSMonitor provides a
common API and event representation for detecting and managing data events from different
large-scale storage systems (parallel file systems and object-based storage systems). We have
architected FSMonitor with a modular Data Storage Interface (DSI) layer to plug-in and use
custom monitoring tools and services. We leverage the internal metadata collection catalog
found in such storage systems to develop a scalable monitor architecture that is capable of
detecting, resolving, and reporting these events. We choose Lustre as our implementation
platform for parallel file systems because Lustre is used by 60% of the top 500 supercom-
puters [72]. For our implementation of FSMonitor on object-based storage system, we select

effectiveness of Chopper. We note that the proposed system can be applied to other DAG-based data
processing framework, such as Dryad [94].
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Ceph as it is one of the most popular and open-source object stores, with companies such
as Bloomberg, Cisco, and Deutsche-Telekom using Ceph as their storage backend [5]. While
our scalable monitor has so far only been applied to Lustre and Ceph storage systems, its
design makes it applicable to other large-scale storage systems with metadata catalogs, such
as IBM’s Spectrum Scale and Gluster.

1.2.4 Efficient Metadata Indexing for HPC Storage Systems

Metadata indexing on large scale HPC storage systems presents a number of challenges.
First, scaling metadata indexing technology from local file systems to HPC storage systems
is very difficult. In local file systems, the metadata index has to index only a million files,
and thus can be kept in-memory. However, in HPC systems, the index is too large to reside
in-memory. Second, the metadata indexing tool should be able to gather the metadata quickly.
The typical speed for file system crawlers is in the range of 600 to 1,500 files/sec [42]. This
translates to 18 to 36 hours of crawling for a 100 million file data set. A large scale HPC
storage system can often contain a billion files, which implies crawl time in the order of
weeks [42]. Third, the resource requirements should be low. Existing HPC storage system
metadata indexing tools such as LazyBase [62] and Grand Unified File-Index (GUFI) [9]
require dedicated CPU, memory, and disk hardware, making them expensive and difficult
to integrate into the storage system. Fourth, metadata changes must be quickly re-indexed
to prevent a search from returning inaccurate results. It is difficult to keep the metadata
index consistent because collecting metadata changes is often slow [181] and therefore, search
applications are often inefficient to update.

In the fourth part of the dissertation, to address these issues in HPC storage system meta-
data indexing, we present an efficient and scalable metadata indexing and search system,
Brindexer [159]. Brindexer enables a fast and scalable indexing technique by using a
leveled partitioning approach to the file system. Leveled partitioning is different and more
effective than the hierarchical partitioning approach used in state-of-the-art indexing tech-
niques discussed above. Brindexer uses an in-tree indexing design and thus mitigates the
issue of maintaining metadata consistency outside the file system. Brindexer also uses
RDBMS to store the index which makes querying easier and more effective. To overcome
the drawback of slow re-indexing process, Brindexer uses a changelog-based approach to
keep track of metadata changes in the file system.

1.2.5 I/O Load Balancing for Big Data HPC Applications

Load balancing for HPC storage systems is crucial and is being actively studied in recent
works [71]. Extant systems typically attempt to perform load balancing by either having
limited support for read shedding to redirect read requests to replicas of the primary copy,
e.g., in Ceph [135], or performing data migration. Alternatively, per-application load bal-
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ancing has also been considered to balance the load of an application across the various
I/O servers [198]. These existing approaches lack a global view of all the components in the
hierarchical structure of the system, and mainly focus on only a small subset of metrics (e.g.,
only the storage capacity, and not performance of the components). Thus, these approaches
cannot guarantee that the aggregate I/O load of multiple big data applications concurrently
executing atop a parallel file system (with bursty behavior) is evenly distributed.

In the final part of this dissertation, we address the load imbalance problem in Lustre by
enabling a global view of the statistics of key components [151, 158, 196]. We select Lustre to
showcase our approach as Lustre is deployed on 60 of the top 100 fastest supercomputers [72],
and improving its performance will benefit a wide range of applications and users. We go
beyond just network load balancing, e.g., as in NRS [166], or per-application approaches, e.g.,
as in access frequency-based solutions [198], to ensure that the Lustre Object Storage Targets
(OSTs) that actually store and serve the data along with other I/O system components are
load balanced. We leverage the existing hierarchy of Lustre to avoid introducing additional
performance bottlenecks, and co-locate the global component of our load balancer on Lustre’s
Metadata Server (MDS) that has a global view of all other components.

1.3 Research Contributions

From the above five aspects, we demonstrate in this dissertation that we can optimize the
performance of HPC storage systems by making them application-attuned and exploiting the
different layers in the storage stack of HPC storage systems.

To optimize clients, Apache Spark is used as the storage system and for other layers, Lustre
file system and Ceph object store are used. Lustre file system [142] is one of the most widely-
used parallel file systems, supporting ∼60% of the top supercomputers in the latest Top-500
list (June, 2020) [72]. Ceph is one of the most popular and open-source object stores, with
companies such as Bloomberg, Cisco, and Deutsche-Telekom using Ceph as their storage
backend [5].

Overall, this dissertation proposes innovative, systemic and algorithmic approaches to tackle
the inefficiency and inflexibility of the data management strategies in modern HPC stor-
age system stack. In the following, we highlight the specific research contributions in this
dissertation.

Analyzing system level statistics to understand HPC application I/O behavior
Improving I/O performance has become the most important factor in modern I/O
bound HPC applications. Therefore, understanding the I/O behavior of HPC appli-
cations is very important for system administrators, file system developers, and HPC
users. In this work, we collect Lustre file system server level statistics from two clus-
ters, Cab and Quartz at Lawrence Livermore National Laboratory, for a period of
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three years and analyze the statistics in an application-agnostic manner. Our studies
indicate interesting results which show that most jobs are write-intensive, showing the
importance of improving file system write performance. Our analysis also lead us to
believe that focus should be on jobs which run for short duration as the majority of
the jobs run for less than an hour. Also, there should be efforts to educate HPC users
to develop applications which perform efficient writes. This would improve I/O per-
formance as well as help in reducing I/O contention among jobs. We believe that our
analysis will help all HPC practitioners to build better file systems and utilize it more
effectively.

Improving the performance of in-memory data analytics frameworks by optimiz-
ing data partitioning Here, we design Chopper, a dynamic partitioning approach
for in-memory data analytic platforms. Chopper determines the optimal number of
partitions and the partitioner for each stage of a running workload with the goal of
minimizing the stage execution time and shuffle traffic. Chopper also considers the
dependencies between stages, including join and cogroup operations, to further reduce
shuffle traffic. By minimizing the stage execution time and shuffle traffic, Chopper
implicitly alleviates the task data skew using different partitioners and improves the
task resource utilization through optimal number of partitions. Experimental results
demonstrate that Chopper effectively improves overall performance by up to 35.2%
for representative workloads compared to standard vanilla Spark.

Building a scalable file system monitor for large scale storage systems In this
work, we present FSMonitor, a generic and scalable file system monitor for capturing
and reporting events on heterogeneous large-scale storage systems. FSMonitor uses a
three-layer approach to file system event monitoring. The lowest layer, DSI, interacts
with a file system to detect events and sends them to the middle layer, Resolution.
Here events are resolved to their absolute path names and aggregated to be sent to
the upper layer, Interface. The Interface layer stores aggregated events which can be
accessed by clients via the FSMonitor API.

Designing an efficient metadata indexer for HPC storage systems In this work, we
present Brindexer, a metadata indexing tool for large-scale HPC storage systems.
Brindexer has an in-tree design where it uses a parallel leveled partitioning approach
to partition the file system namespace into disjoint sub-trees. Brindexer maintains
an internal metadata index database which uses a 2-level database sharding technique
to increase indexing and querying performance. Brindexer also uses a changelog-
based approach to keep track of the metadata changes and re-index the file system.
Brindexer is evaluated on a 4.8 TB Lustre storage system and is compared with
state-of-the-art GUFI and Robinhood engines. Brindexer improves the indexing
performance by 69% and the querying performance by 91% with optimal resource
utilization.

Developing an efficient I/O load balancer to manage HPC applications In this
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work, we present the design of an “end-to-end control plane” to optimize parallel and
distributed HPC I/O systems, such as Lustre, by providing efficient load balancing
across storage servers. Our proposed system provides global view of the system, enables
coordination between the clients and servers, and handles the performance degradation
due to resource contention by considering operations on both clients as well as servers.
Our implementation provides a balanced distribution of load over OSTs and OSSs in
the Lustre file system, and is able to handle both PFL and non-PFL layouts for files.

1.4 Dissertation Organization

The rest of the dissertation is organized as follows. In Chapter 2 we introduce the back-
ground technologies and state-of-the-art related work that lay the foundation of the research
conducted in this dissertation. Chapter 3 presents an analysis of HPC application behav-
ior using real-world I/O statistics. Chapter 4 presents a mechanism for optimizing data
partitioning for in-memory data analytics frameworks. Chapter 5 and Chapter 6 present a
scalable file system monitor and an efficient metadata indexer for large scale HPC storage
systems. Chapter 7 introduces an “end-to-end framework” to balance I/O load for HPC
applications. Chapter 8 concludes and discusses the future directions.



Chapter 2

Background

In this chapter, we provide background required for various aspects of our dissertation. This
dissertation is focused on creating an application-attuned framework for optimizing HPC
storage systems by applying different simple yet effective application-aware strategies and
techniques to existing storage solutions, to bridge the gap between modern data-intensive
applications with the storage systems. This chapter summarizes the state-of-the-art research
that is closely related to the major theme described in the previous chapter. We also compare
them against our work by emphasizing the effectiveness, novelty, and benefits of proposed
workload-aware techniques and algorithms in this dissertation.

2.1 Analysis of I/O Behavior of HPC Workloads

One of the earliest work in analyzing I/O characteristics was done by Pasquale et al. [147]
where they studied the production workload of San Diego Supercomputing Center’s Cray
YMP. I/O analysis of the I/O intensive applications revealed that I/O patterns are predictive.
Nieuwejaar et al. [139] also studied file access characteristics on parallel file system in 1996.
Hus et al. [89] in 2001 focused on analyzing I/O behavior from the application’ perspective,
whereas our work emphasizes on the system side I/O behavior in an application-agnostic
manner. Hsu et al. in 2003 [88] studied the I/O traffic in personal computers and server
workloads. Even on small-scale personal computers, the analysis of I/O traffic showed similar
bursty patterns as our result on large-scale LLNL supercomputers.

In 2004, Wang et al. [199] analyzed workloads in a LLNL cluster. However, they focused
on studying application traces to understand the types and sizes of file requests sent by
application, the size of file reads and writes, node-aware locality and utilization of I/O
bandwidth by nodes. The first ever Common Internet File System (CIFS) workload analysis
was performed by Leung et al. [110] in 2008. Thereafter in 2009, Carns et al. did three
studies [50, 51, 105], all targeting applications in very large scale storage systems at Argonne

10
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National Laboratory (ANL). In these three works, they studied application traces from
Darshan I/O characterization tool [104], how components work together to provide I/O
services to applications in Intrepid system [74], and techniques to optimize small file accesses
in parallel file systems for very large scale systems. 2009 was one of the earliest times when
petascale I/O workloads were studied, but all of these studies targetted application traces.
The first work to study failure logs in a large scale storage system was also done in 2009 by
Taerat et al. [183], where they analyzed Blue Gene/L failure log data at both system and
application-levels.

In 2010, Zhao et al. [225] and Shipman et al. [175] studied the Lustre file system. While, Zhao
et al. [225] worked on a prediction model to accurately predict I/O bandwidth in Lustre file
system, Shipman et al. [175] talked about how the world’s largest Lustre file system in 2010
was deployed in the Spider system at Oak Ridge National Laboratory (ORNL). Though both
of these works talked about Lustre file system, none studied the server side characteristics
of large scale deployment of Lustre file system. Oral et al. [144] extended Shipman et al.’s
work [175] at ORNL by discussing the lessons learned from deploying large-scale parallel file
systems in Oak Ridge Leadership Computing Facility (OLCF).

Kim et al. in 2010 [97] studined I/O needs for applications on HPC clusters. This study
involved running synthetic workloads and observing system behavior which is different from
our analysis which studies more than 4 million HPC jobs. Carns et al. [52] in 2011, studied
an application-biased I/O characterization by performing a two month study on Interpid.
In 2012, Saini et al. [169] studied the I/O behavior of five NASA applications on Lustre file
system.

In 2016, Luu et al. [128] and Gunasekaran, et al. [81] discussed the application level I/O
behavior at production scale at ANL and ORNL respectively. They however do not go
into details regarding the characteristics of the storage servers in production scale. Using
application-level behavior, Liu et al. [119] and McKenna et al. [130] in 2016, and Wyatt et
al. [205] in 2017 developed machine learning algorithms to coordinate I/O traffic on large
scale shared storage systems. All of these works focus on managing I/O per-application basis
without considering system-side statistics.

Lim et al. [114] in 2017 studied system-side statistics, but only considering metadata op-
erations without being application-agnostic. We have taken this work one step further by
studying both metadata as well as storage server statistics without being dependent on appli-
cation characteristics. Lockwood et al. [123] built TOKIO in 2018 which uses analysis results
to quantify the degree of I/O contention and the benefit to users to migrate to burst buffers.
The same authors in 2018 provided an extensive analysis [122] from the tools used in TOKIO.
But this analysis like many past studies depends on application knowledge from Darshan.
IOMiner [200] was developed by Wang et al. which provided a unified interface to query
I/O statistics and analyze them. Zhou et al. [227] in 2018 and Yang et al. [208] in 2019 use
the application-level I/O characteristics to build an in-memory computing framework and
an end-to-end I/O monitoring solution.
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2.2 Optimization in Big Data Processing Frameworks

A number of recent works have focused on improving the performance of big data processing
frameworks by designing better built-in data partitioning.

Shark [206] supports a column-oriented in-memory storage, using RDDs [212], to efficiently
run SQL queries and iterative machine learning functions. This is achieved by re-planning
query execution mid-query if needed. Spartan [91] automatically partitions the data to
improve data locality in processing large multi-dimensional arrays in a distributed setting. It
transforms the user code into an expression graph based on high-level operators, namely map,
fold, filter, scan and join update, to determine the communication costs of data distribution
between the compute nodes.

Re-partitioning MapReduce tasks has been actively studied [67, 76, 103, 113]. PIKACHU [76]
improves load balancing of MapReduce [67] workloads on clusters with heterogeneous com-
pute capabilities. It specifically targets the reduce phase of MapReduce execution and sched-
ules jobs on slow and fast nodes such that jobs completion times are evened out across
all nodes. On the other hand, Stubby [113] optimizes the given MapReduce workflow by
combining multiple MapReduce jobs into a single job. It searches through the plan space
of a given workflow and applies multiple optimizations, such as vertical packing to com-
bine map and reduce operations from multiple jobs for reducing the network traffic. Simi-
larly, SkewTune [103] mitigates the skewness in MapReduce applications by first detecting
if a node has become idle in a cluster and then by scheduling the longest job on the idle
node [215, 216, 217, 218, 219, 223].

The Hardware Accelerated Range Partitioning (HARP) [203] technique leverages special-
ized processing elements to improve the balance between memory throughput and energy
efficiency by eliminating the compute bottlenecks of the data partitioning process. HARP
makes the case that using dedicated hardware for data partitioning outperforms its software
counterparts and achieves higher parallelism.

Several other works also propose solutions to optimize the data partitioning problem in order
to improve the processing and storage performance of multi-processor systems [61, 102, 189,
226], cloud storage systems [173, 191, 209], database systems [136, 164, 167, 204], and graph
processing systems [58, 80, 174, 187].

2.3 Monitoring of Large Scale Storage Systems

Event monitoring is a critical component that enables many software projects, from software-
defined cyberinfrastructure [56], to auditing programs [41]. These projects all share a com-
mon requirement for file system level events to reliably raise notifications to the tool.

Many tools have been developed to monitor file systems and detect events. A common
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example is inotify [124], a tool for unix-based systems that can attach kernel-level listeners
to directories to identify common file events. Similar tools have been developed for Windows:
FileSystemWatcher [131], kqueue in FreeBSD [108], FSEvents in macOS [37], and fanotify

for Android [116]. These tools are typically limited in the number of directories that can
be concurrently monitored and do not have a uniform definition for file system events. The
inotify monitor places a monitor on each directory it monitors. These monitors each require
1kb of memory.

The Python Watchdog module [165] provides a common interface to invoking multiple mon-
itors, such as inotify, kqueue, and fsevents, as well as a polling option that can be
deployed. Although this tool does not standardize the event interface, it does provide a com-
mon API to using each tool. Facebook’s Watchman [73], FSWatch [64] and FSMon [228]
are similar to Python’s watchdog module which provide a common interface. But all of these
tools rely on the operating system facilities for file system event notification, and therefore
cannot be used to develop a scalable monitoring solution for distributed file system.

Monitoring large-scale Lustre file systems requires the use of specialized tools [133]. An
example for monitoring Lustre is the Robinhood Policy Engine [107] which is capable of
collecting events from Lustre file systems and using them to drive a policy engine to automate
data management tasks, such as purging old files, for example. Robinhood uses an iterative
approach to collect event data from metadata servers, where it queries each Metadata Server
(MDS) for new events sequentially.

2.4 Metadata Indexing in HPC Storage Systems

Inversion [141] is one of the first systems to propose integrating indexes into the file system.
It uses a general-purpose DBMS as the core file system structure, rather than traditional file
system inode and data layouts. Brindexer uses file system inode information to build the
metadata index database. BeFS [77] uses B+tree to index file system metadata. However,
it suffers from scalability issues.

Recent metadata indexing techniques include, Spyglass [111], SmartStore [90], Security
Aware Partitioning [146], and GIGA+ [149] which use a spatial tree, such as k-d tree [210],
or R-tree [82] to index metadata. Brindexer instead uses RDBMS with 2-level database
sharding to efficiently store metadata index information. Other recent metadata indexing
tools, GUFI [9], Robinhood Policy Engine [107], and BorgFS [3], use an external database
for indexing. The metadata snapshot is taken to an external node where the indexing is
performed. Brindexer uses an in-tree design so that no external resources are used that
compromises scalability of the indexing approach. PROMES [118] is another recent approach
which uses provenance to efficiently improve metadata searching performance in storage sys-
tems. However, provenance depends on building relationship graph which is infeasible on
large-scale HPC storage systems. Therefore, this technique serves well for single node file
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systems [18, 65, 66, 151, 152, 153, 154, 155, 159, 160, 161, 162, 163, 179, 196].

Dindex [214] is a distributed indexing technique which comprises hierarchical index layers,
each of which is distributed across all nodes. It builds upon distributed hashing, hierarchical
aggregation, and composite identification. Brindexer uses leveled partitioning technique
so that every disjoint sub-tree can be indexed in parallel. TagIt [178], Someta [185], and
EMPRESS [106] are metadata management systems that enable “tag and searching”. The
metadata can be enriched by using custom tags for filtering, pre-processing or automatics
metadata extraction. However, this is inbuilt into the storage system. Client nodes have
more power and faster interconnect, therefore the indexing tool can leverage that power like
Brindexer to index metadata from the file system clients [59, 99, 192, 193, 194, 195].

2.5 Load Management in HPC Storage Systems

Load management has been incorporated into a number of modern distributed storage system
designs. GlusterFS [46] uses elastic hashing algorithm that completely eliminates location
metadata to reduce the risk of data loss, data corruption, and data unavailability. However,
no load balancing is supported across the storage targets. Ceph [135, 201] uses dynamic load
balancing based on CRUSH [202], a pseudo-random placement function. It also adds limited
support for read shedding, where clients belonging to a read flash crowd are redirected to
replicas of the primary copy of the data.

Several recent storage systems have explored optimization techniques for load balancing.
In [68], dynamic data migration is proposed to balance the load under various constraints.
Such approaches add the overhead of migration, while also maintaining availability and con-
sistency. The VectorDot [180] algorithm is able to incorporate all these different constraints,
as it is a multidimensional knapsack problem. It is suitable for hierarchical storage systems,
as it can model hierarchical constraints [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35,
36, 49, 54, 55, 60, 70, 100, 101, 117, 177, 182, 186, 197, 207, 220, 221, 222, 224].

Machine learning and data mining techniques have also been used for the more general
problem of resource allocation that also includes some load balancing. Martinez et. al. [129]
introduce basic learning techniques for improving scheduling in hardware systems. These
techniques are focused on individual hardware components and cannot be easily adapted to
distributed file systems. A rule based approach to balance load in distributed file servers
using graph mining methods is proposed in [78], where access patterns of files is used to
relocate the file sets among different file servers. Schaerf et. al. [171] explore the problem
space of adaptive load balancing using reinforcement learning techniques. Game Theory is
also used for resource allocation [161]. Google has recently explored machine learning to
optimize various system-level metrics [132].
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Understanding HPC Application I/O
Behavior Using System Level
Statistics

3.1 Introduction

The current trend for high performance computing (HPC) systems is that processor per-
formance improves at a rate of 20% per year, while disk access time improves by only 10%
every year [85]. As a result, massively parallel HPC applications can suffer from imbalance
in computation and I/O performance, with I/O operations becoming a limiting factor in
application efficiency [105]. To mitigate this problem, much effort has been dedicated to
implementing high performance parallel file systems to support the I/O needs of HPC ap-
plications. The Lustre file system [142] is one of the most widely-used parallel file systems,
supporting seven of the top ten supercomputers in the latest Top-500 list (June, 2020) [72].

Even though HPC parallel file systems such as Lustre provide much higher bandwidth and
reliability than other options, continual improvement of parallel file systems is needed to
reduce the impact of the increasing I/O performance bottleneck. File system designers need
a comprehensive understanding of the I/O workloads on current HPC systems so that they
can design successful next-generation file systems. Additionally, HPC system designers and
system administrators need to understand both file system and application behavior so that
they can design and tune HPC systems to run as efficiently as possible. Traditionally, I/O
and storage analysis efforts have concentrated on analyzing application I/O behavior from
application-level statistics [88, 89, 97, 122, 139, 147, 169], and there have been significant
studies on the I/O workloads of large scale systems [50, 51, 52, 105, 123, 199, 200] which
identify potential I/O bottlenecks in applications and suggest improvements to HPC users.
However, while these studies can give clues about how particular applications utilize and
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stress HPC file systems, they do not give true insight into storage system performance under
a general load. Thus, in order to draw meaningful conclusions about how to improve parallel
file system designs for all users of an HPC system, we need to analyze statistics captured
from the file system itself (from file system data on compute nodes and from data on servers
that manage the I/O requests from HPC applications) independently of user applications.

Some of the earliest studies of HPC file systems utilizing system statistics were in 2010 [175,
225]. These works analyzed the deployment of Lustre file systems and lessons learned from
them. However, to the best of our knowledge, there have not been efforts which analyze file
system statistics in an application-agnostic manner to understand how to support a general
HPC workload. Lawrence Livermore National Laboratory (LLNL) is home to a variety of
clusters that utilize Lustre file systems as primary storage, and millions of jobs run on these
systems. In this effort, we take advantage of the Lustre resources at LLNL and perform a
study of general application behavior using file system statistics from Lustre.

In this chapter, we collect and study file system statistics from two Livermore Computing
systems with 15 PiB Lustre file systems at LLNL, namely Quartz and Cab1. We collect two
types of data from these systems.

• Aggregate Job Statistics: This data represents aggregate statistics collected from file
system daemons on compute nodes for all jobs that ran on these two systems during
the logging period: for Cab April 2015 – March 2018, and for Quartz April 2017 –
March 2018.

• Time-Series Job Statistics: This data represents time series data collected at 60-second
intervals from the metadata server and object storage servers of Lustre for each job;
i.e., for each job, we record summary statistics for every minute of the running job
during which I/O operations occurred. We collected this data from Quartz for the
period June 7, 2018 – July 10, 2018.

We analyze these system statistics without knowledge of the types of applications running
on these systems with the goal of answering questions such as:

• What are the typical I/O characteristics of I/O-heavy jobs? For example, do the jobs
perform efficient writes with large byte counts per operation? Or do they perform
many small (inefficient) write requests?

• How do I/O operations of jobs affect the metadata server?

• Is I/O traffic heavier on any particular day of the month or day of the week?

• Can a single long-running job have a significant affect on the performance of the object
storage servers?

1Cab was decommissioned in June 2018.
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• How does the size of application output files correlate with compute node memory
size?

Our study of application-agnostic I/O statistics from the Lustre file system contributes to the
state-of-the-art in I/O behavior understanding. We provide insight into how general HPC
workloads affect the performance of file systems, which can aid system architects in improving
file system and storage system designs and system administrators in tuning existing systems
and advising users of best practices. These improvements will help to alleviate the I/O
imbalance in HPC systems and increase the overall efficiency of HPC applications.

3.2 Background

In this section, we first describe the architecture of the Lustre file system. Following this,
we describe LLNL computing systems we utilized in this work.

3.2.1 Lustre Parallel File System

Lustre Clients

. . .

Management Server (MGS)

Metadata Server (MDS)

Management
Target (MGT)

Metadata
Target (MDT)

Distributed 
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Figure 3.1: An overview of Lustre architecture.

The architecture of the Lustre file system is shown in Figure 3.1. Lustre has a client-server
network architecture and is designed for high performance and scalability. The Management
Server (MGS) is responsible for storing the configuration information for the entire Lustre
file system. This persistent information is stored on the Management Target (MGT). The
Metadata Server (MDS) manages all the namespace operations for the file system. The
namespace metadata, such as directories, file names, file layout, and access permissions are
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stored in an Metadata Target (MDT). Every Lustre file system must have a minimum of one
MDT. Object Storage Servers (OSSes) provide the storage for the file contents in a Lustre
file system. Each file is stored on one or more Object Storage Target (OST)s mounted on the
OSS. Applications access the file system data via Lustre clients which interact with OSSes
directly for parallel file accesses. The internal high-speed data networking protocol for Lustre
file system is abstracted and is managed by the Lustre Network (LNet) layer.

3.2.2 Clusters

Table 3.1: Cluster Configurations.

Cab Quartz
Processor Architecture Xeon 8-core E5-2670 Xeon 8-core E5-2695
Operating System TOSS 2 TOSS 3
Processor Clock Rate 2.6 GHz 2.1 GHz
Nodes 1,296 2,634
Cores per node 16 36
Total Cores 20,736 96,768
Memory per node 32 GB 128 GB
Total Memory 41.5 TB 344.06 TB
Interconnect QDR Infiniband Intel Omni-Path 100 Gb/s
Tflops 426.0 3,251.4

Table 3.1 gives an overview of the two compute clusters (Cab and Quartz) at LLNL used
in our study. Both clusters have a 15 PiB Lustre file system as primary storage.

3.3 Data Collection

We collected two categories of file system data from Cab and Quartz.

• Aggregate Job Statistics

• Time-Series Job Statistics

3.3.1 Aggregate Job Statistics

The aggregate job statistics were collected on the client (compute) nodes, by gathering Lustre
counter data just before and after the job runs, and calculating the difference. The counter
data are acquired from /proc/fs/lustre/llite/lustre-file-system/stats which is exported by the
Lustre client. The statistics in this file reflect the requests as they pass through the interface
between the Linux Virtual File System (VFS) and Lustre. Any file system request handled
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entirely by VFS is not included, nor is a background activity such as re-transmission of
a low-level Lustre (not user process) request after server recovery from a crash. All the
read- and write-related system calls result in VFS calling into Lustre code, so the read- and
write-related counters we use reflect every system call the job made. The statistics are per
file system, not per Lustre OSS. These counters start at 0 when the Lustre file system is
mounted, and are monotonically increasing until they wrap at 263 − 1.

The specific statistics used are:

• starttime, endtime, duration, uid, nodes : These give the time when the job was started,
when it ended, the duration of the job, the anonymized user ID of the job submitter,
and the number of nodes on which the job ran.

• mkdir, mknod, open, rename, rmdir, unlink : These are the total metadata statistics
recorded for the job.

• read bytes, write bytes : These represent the total number of bytes read and written by
the job to the Lustre file system.

• read bytes count, write bytes count : These give the number of read and write calls
made by the job to the Lustre file system.

• recv bytes, recv count, send bytes, send count : These network statistics give the num-
ber of packets received and sent as well the number of bytes received and sent over
LNet.

Both Cab and Quartz use the SLURM job scheduler [172]. SLURM was configured to run
a prolog script after nodes have been allocated, but before the user’s job script is run. This
prolog script records the counts from the Lustre procfile (/proc/fs/lustre/llite/lustre-file-
system/stats) at that time, for each node in the allocation. After the job script completes,
slurm runs an epilog script. For each node in the allocation, the epilog script extracts the
counters from the procfile, and calculates the difference between the “after” and “before”
values for each counter. These per-node totals are then summed to obtain the total for the
job. This total is stored in an RDMS database, which we queried for this data collection.

The Aggregate Job Statistics were collected on Cab for three years (April 2015 – March 2018),
whereas on Quartz, they were collected for one year (April 2017 – March 2018).

3.3.2 Time-Series Job Statistics

Time series data on Lustre file system usage was gathered on the Lustre server nodes via the
Lustre JobStats feature [126]. JobStats includes a job ID in every request the Lustre client
sends to the servers. The Lustre server records statistics describing the requests received
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per Job ID. As a result, file system requests which are handled entirely by VFS, or which
are satisfied by cached data on the client node, are not reflected in JobStats data. These
statistics are gathered per-server, so the total I/O for a job is the sum of the values reported
by all servers. File system read() and write() related requests include a count of bytes
to be transferred. JobStats records the number of such requests received, the minimum and
maximum byte count seen in requests received so far, and the sum of bytes transferred. If
no requests for a given job ID are received for 600 seconds, statistics for that job ID are
discarded. The absence of a job ID in the statistics on a server means the server received no
requests for that job within the last 600 seconds, and so is equivalent to 0 valued counters.

We collected data from the servers using Telegraf [93] and a customized lustre2 plugin which
samples the statistics by reading /proc files Lustre exports. The proc files were /proc/fs/lus-
tre/mdt/*/job stats on Lustre metadata servers, and /proc/fs/lustre/obdfilter/*/job stats on
Lustre object storage servers. We took one sample every 60 seconds. The data gathered by
Telegraf was stored in influxdb [92]. The raw samples were dumped from influxdb as CSV
for analysis.

The specific statistics used are:

• MDS - jobstats create, jobstats mkdir, jobstats mknod, jobstats open, jobstats rename,
jobstats rmdir, jobstats unlink

• OSS - jobstats read bytes, jobstats read calls, jobstats write bytes, jobstats write calls

• jobid, time - Every statistic has a job ID and timestamp attached to it.

Time-Series Job Statistics were collected on Quartz for a period of 34 days (June 7, 2018 –
July 10, 2018).

3.4 Analysis

We first analyze the aggregate job statistics and see the trends of jobs submitted to both
Cab and Quartz. Then we analyze the time-series job statistics to know the details of job
runs.

3.4.1 Aggregate Job Statistics

Overview of Jobs

On Cab, the aggregate job statistics were collected for a period of three years (April 2015
to March 2018). 2,854,478 total jobs ran during this period. The number of unique users
which ran the jobs is 994.
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On Quartz, the aggregate job statistics were collected for a year (April 2017 to March 2018).
1,401,897 jobs ran during the one year and there were 584 unique users.

We divide these jobs into two groups:

• DAT jobs: Jobs which need to run for more than 24 hours require a special Dedicated
Application Time (DAT) request. Users receive expedited access to the systems that
would allow them to run larger problems for longer periods of time. On Cab, the
number of DAT jobs over three years was 1,868 which were run by 48 unique users.
On Quartz, in one year, the number of DAT jobs was 4,729 an the number of unique
users running these jobs was 134.

• Non-DAT jobs: These were the jobs which ran for less than 24 hours. Our extended
analysis focuses mostly on non-DAT jobs as these were the most common jobs submit-
ted to the clusters.

Table 3.2: Overview of the Jobs run on Cab and Quartz.

Cab Quartz
Duration of Data Collection Apr’15 - Mar’18 Apr’17 - Mar’18
Total Number of Jobs 2,854,478 1,401,897
Total Number of Unique Users 994 584
Number of Dedicated Application Time (DAT) Jobs 1,868 4,729
Number of Unique Users Running DAT Jobs 48 134
#Users with DAT Jobs Doing No I/O to Lustre 10 20
#Users with non-DAT Jobs Doing No I/O to Lustre 196 113

Table 3.2 summarizes the overview of the jobs. It is seen that less than 0.4% jobs receive
expedited access to the systems and run for more than a day.

Overall I/O Statistics

We group both DAT and non-DAT jobs by users and analyze the read and write percentage
of jobs run by them. This is shown in Figure 3.2. We find that some users run purely
write-intensive workloads and some users run only read-intensive workloads.

Observation 1: We observe that read-intensive and write-intensive jobs are dis-
tributed evenly across users. Previously, a lot of work has been done to optimize
performance for write-intensive workloads. However, with the increase in machine
learning workloads, which are predominantly read-intensive, there has been an overall
rise in number of read-intensive workloads. Therefore, there should be an equal focus
in optimizing both reads and writes in a parallel file system.
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Therefore, there should be an equal focus in optimizing both reads and writes in a parallel
file system.

(a) Cab: Percentage I/O by user. (b) Quartz: Percentage I/O by user.

Figure 3.2: Read and write percentage of users on Cab and Quartz.

Analysis of Duration and Number of Nodes

To gain insight into the behavior of jobs in terms of their duration and the number of nodes
used, we plot Cumulative Distribution Function (CDF) for both of these metrics for Cab
and Quartz in Figure 3.3.

(a) Cab: DAT (CDF Du-
ration)

(b) Cab: non-DAT (CDF
Duration)

(c) Cab: DAT (CDF
#Nodes)

(d) Cab: non-DAT (CDF
#Nodes)

(e) Quartz: DAT (CDF
Duration)

(f) Quartz: non-DAT
(CDF Duration)

(g) Quartz: DAT (CDF
#Nodes)

(h) Quartz: non-DAT
(CDF #Nodes)

Figure 3.3: Cumulative Distribution Function for Duration and #Nodes in Cab and Quartz.
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• DAT Jobs: As can be seen from Figures 3.3a and 3.3e, more than 90% of DAT jobs
take between 25 – 30 hours to run on both Cab and Quartz. Upon further analysis of
the jobs which run for more than 150 hours on Cab, we found that those jobs did not
perform any I/O. For number of nodes used, Figures 3.3c and 3.3g show that 90% of
the jobs use less than 100 nodes.

• non-DAT Jobs: For the duration of non-DAT jobs, 90% of the jobs run for less 2 hours
(Figures 3.3b and 3.3f). The CDF for allocation of nodes of non-DAT jobs shows
that 90% of the jobs were allocated less than 100 nodes.

Table 3.3 shows the detailed statistics for duration and number of nodes allocated.

Job Type Metric Cluster min max mean median

DAT

Duration
(hours)

Cab 24 279.4 27.6 24
Quartz 24 78 24.1 24

#Nodes
Cab 2 758 19.7 8
Quartz 1 1197 19.8 8

non-DAT

Duration
(hours)

Cab 0.0003 23.9 0.8 0.003
Quartz 0.0003 23.9 0.85 0.03

#Nodes
Cab 0 5056 8 2
Quartz 0 2504 3.6 1

Table 3.3: Statistics for duration and nodes for all jobs.

Observation 2: A huge effort has already been given in HPC storage systems to
optimize I/O performance for long running jobs [145, 148]. However, we see that the
majority of jobs on a representative real-world system consist of short-running jobs
which do not occupy a lot of nodes on the system. Therefore, there should be an equal
effort to optimize the I/O performance of small jobs.

Jobs and Users with Efficient and Inefficient Writes

Starting from this section, we only analyze non-DAT jobs. Jobs with inefficient writes are
jobs which write a large amount of data but whose number of bytes per write call is very
low. This write pattern reduces I/O performance. We calculate the mean of bytes written
by all jobs performing I/O. We also calculate the mean value of bytes written per call for all
the jobs performing I/O.

Jobs with inefficient writes have total bytes written greater than the mean total write bytes
across all jobs and bytes written per call is less than the mean value of writes per call across
all jobs. Jobs with efficient writes have both write bytes as well as the bytes written per
write call greater than the respective mean values across all jobs.

• Jobs with inefficient writes: (bytes written > mean bytes written) and (bytes written
per call < mean bytes written per call)
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• Jobs with efficient writes: (bytes written > mean bytes written) and (bytes written
per call > mean bytes written per call)

We first see how many jobs had inefficient writes and then we focus on the users by grouping
jobs by user IDs. The statistics for write bytes and write bytes per call on both Cab and
Quartz are shown in Table 3.4.

Classification Metric Cluster min max mean median

Jobs
Write bytes

Cab 81 KB 474 TB 14.4 GB 39 GB
Quartz 40 Bytes 597 TB 18.1 GB 146 GB

Write bytes
per call

Cab 1 Byte 820 MB 127 KB 390.9 KB
Quartz 1.0 Byte 1.6 GB 219 KB 11.5 MB

Users
Write bytes

Cab 906 KB 4.8 PB 41.4 TB 7.4 TB
Quartz 424 KB 4 PB 43.4 TB 27.1 TB

Write bytes
per call

Cab 178 KB 30.5 GB 184.7 MB 123.9 MB
Quartz 899 KB 108.9 GB 350.4 MB 86.2 MB

Table 3.4: Statistics for write bytes and write bytes per call for all jobs and users performing
I/O on Cab and Quartz.

• Classification by Jobs: On Cab, out of 2,563,299 jobs which write more bytes than the
mean value, 1,654,938 jobs (64.6%) had inefficient writes. On Quartz, out of 1,295,473
jobs, the number of jobs with inefficient writes was 893,462 (69%). The number of jobs
with efficient writes on Cab and Quartz were 869,046 and 277,911 respectively.

• Classification by Users: On Cab, out of the 294 users whose jobs write more than the
mean value of write bytes, the number of users performing inefficient writes was 138
(46.9%) and the number of users performing efficient writes was 62 (21%). On Quartz,
the number of users performing inefficient and efficient writes were 111 (66%) and 57
(34%) users respectively out of 168 users who write more than the mean value of write
bytes.

Observation 3: The number of jobs and correspondingly the number of users who
perform efficient writes is very less. Therefore, HPC application developers should be
trained to write optimal number of bytes per write call so that the applications can
achieve better I/O performance.

Metadata Operations and Write Bytes

The metadata operations we consider are mkdir and mknod. We sum all metadata operations
in a job and compare the sum with the write bytes for that job. The log-scale values are
plotted and are shown in Figure 3.4. In both Cab and Quartz, it is seen that the number
of metadata operations become larger for larger number of bytes written. We computed the
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(a) Cab: Metadata vs Write (b) Quartz: Metadata vs Write

Figure 3.4: Relationship between Write Bytes and Metadata operations for Jobs in Cab and
Quartz.

correlation coefficient, R, for each and found that R = 0.93 for Cab and R = 0.59 for Quartz,
indicating strong and moderate correlations, respectively.

Observation 4: There is a positive correlation between metadata operations and
writes, especifically for mkdir and mknod. Therefore, to improve the I/O performance,
metadata operations need to be handled carefully by the metadata servers.

Behavior of Metadata Servers

To manage the increase in metadata, Lustre incorporates distributed namespace (DNE) [125]
- more than 1 MDTs in large HPC storage systems. Here, Lustre has 14 MDTs. The number
of file opens and close requests which are being handled by different MDTs are shown in
Figure 3.5.

It is seen in Figure 3.5 that the number of file opens that being handled is consistent with the
number of jobs and is expected. However, we observe that not all files which are opened are
closed. Moreover, the number of file open requests handled by different MDTs are different.

Observation 5: Not all files which are opened are closed which can lead to sub-
optimal metadata performance due to dangling file pointers. Therefore, HPC users
should be trained to always close open files. Additionally, there is a scope of working
on balancing the metadata load across metadata targets for improving the overall I/O
performance.
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Figure 3.5: #File opens and close handled by different MDTs .

Analysis of I/O Traffic over Time

For this analysis, we asked three questions of our dataset.

1. Is there any trend in I/O activity for particular months, days of the month,
or days of the week?
Are more I/O intensive jobs run during the weekend? Do people run less number of jobs
on holidays? To answer these questions, we plotted heat maps showing the I/O traffic over
the whole data collection period. Due to space constraints, we only show the year 2017 in
Figure 3.6. As seen in the heat maps, there was no particular trend shown by I/O traffic.
Therefore, I/O traffic from jobs cannot be predicted by the job start time with respect to
the calendar or holidays.

(a) Cab: I/O Per Day (b) Cab: I/O Per Day
of Week

(c) Quartz: I/O Per Day (d) Quartz: I/O Per
Day of Week

Figure 3.6: I/O Heat Map for 2017 per day and per day of the week in Cab and Quartz.
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2. How much does a job which runs for the maximum duration affect the overall
I/O traffic in a month, day, or a day of the week?
We explored whether a job which ran for a long period tended to be responsible for a large
portion of the I/O traffic in a system. We chose the jobs which ran for the longest period of
time in a day, or a day of the week. We then calculated the percentage of total system I/O
traffic contributed by each of those jobs. Figure 3.7 shows the contribution of a job which
runs for the maximum duration to the overall traffic in a particular day and day of the week
in the year 2017. There are few days where the contribution is significant, but overall, no
significant affect was seen.

(a) Cab: Per Day (b) Cab: Per Day of
Week

(c) Quartz: Per Day (d) Quartz: Per Day of
Week

Figure 3.7: Contribution of Job with Maximum Duration on I/O for a day and a day of the
week in 2017.

3. How much does a user with the highest bytes read or written in a day or a
day of the week affect the overall I/O traffic?
Our last question was how much does one user’s I/O contribute to the overall I/O traffic in
the system. To help answer this question, we found the users who performed the maximum
I/O (highest bytes read or written) on a particular day or a day of the week. Then, we
calculated the percentage of total system I/O these users contributed to that day or day of
the week. Figure 3.8 shows the contribution of users with maximum I/O on the overall I/O
traffic for the year 2017. As can be seen, these users have a very significant impact on the
overall I/O of the system. Therefore, job schedulers ideally would schedule other jobs with
little or no I/O while these users run their jobs to reduce I/O contention and job run time.

Observation 6: There is no particular trend of I/O corresponding to a month, day
of a month, or day of a week. Therefore, HPC I/O intensive jobs cannot be less
I/O contended if submitted during a particular time. As expected, the I/O during a
particular time when multiple I/O intensive jobs run on the system, is dominated by
the job which does the maximum I/O rather than the job which runs for the maximum
duration. Therefore, I/O optimizations should not be focused for long running jobs,
and there is no correlation between the duration of a job and the amount of I/O requests
that the job generates.
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(a) Cab: Per Day (b) Cab: Per Day of
Week

(c) Quartz: Per Day (d) Quartz: Per Day of
Week

Figure 3.8: Contribution of User doing maximum I/O (highest read/write bytes) with respect
to total I/O on the system in 2017 on a day and a day of the week’s I/O.

3.4.2 Time-Series Job Statistics

The next few analysis sections involves analyzing the time-series job statistics.

Temporal distribution of I/O within jobs’ runs

Our analysis shows that more than 53% of the jobs submitted to the clusters perform some
I/O. But how are the I/O operations distributed across the jobs’ run time?

Figure 3.9: Percent minutes 11,425 jobs performed any I/O.

All 16,795 jobs in the time-series dataset performed some I/O (the collection method excludes
jobs without I/O). Of those jobs, 11,425 performed either read, write, or both operations.
10,443 jobs performed write operations. Since the time-series dataset records reflect I/O
performed during each one-minute span, we can determine what percentage of the minutes
during a job’s run saw some I/O performed. We will call this percentage “I/O share”. Note
that during a given minute a single byte written or read causes that minute to be included
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Figure 3.10: Percent minutes 10,443 jobs performed at least one write.

in the I/O share, even though the I/O may have taken only a small fraction of a second.
Figure 3.9 shows the I/O share for jobs which performed read, write, or both operations.
The mean I/O share for these jobs is 78.8%. I/O share for jobs performing write operations
is shown in Figure 3.10. The mean is 80.4%. Both graphs in Figures 3.9 and 3.10 are
similar, therefore write operations dominate the I/O performed by jobs.

Observation 7: On average, jobs which perform I/O spread I/O activities across
78.8% of their runtime. Therefore, I/O optimizations cannot be focused at only certain
time instances of job runtime. We need to work on developing I/O optimizations that
aim to lower I/O contention and improve the overall I/O performance for most of the
duration of application runtime.

Relationship between write bytes and memory

Figure 3.11: Write Bytes written over time by 3 random jobs in Quartz.
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Figure 3.11 shows the write pattern for 3 randomly chosen jobs. It is seen that the write
bytes over time is periodic. Therefore, we assume that the bursts represent writing a single
file and we add up the write bytes to get the size of the file. This single file could represent
a checkpoint of the application data.

In the Quartz time-series dataset, 16,795 jobs were recorded. The total memory in one node
in Quartz is 128 GB. We calculate the size of memory as 128 GB ∗ job node count. Only 170
jobs wrote in bursts larger than 50% of memory. 16,485 jobs wrote bursts which are smaller
than than 15% of memory, while 16,173 jobs wrote bursts smaller than 5% of memory.

Observation 8: More than 95% of applications write in bursts of size less than 5%
memory. Therefore, memory size is not a good predictor of write burst size as is used
in many previous I/O optimization works [130]. We need better prediction approaches,
such as [96] to predict I/O bursts.

Next, we inspect the write burst patterns for all I/O jobs in Quartz. First, burst size is
compared to memory size. For every job, the I/O duration of the job is divided into 5
categories.

• percent LessThan1: Percent of the total I/O duration when the job writes bursts
are < 1% memory.

• percent 1To5: %Duration of the total I/O duration when the job writes bursts are
≥ 1% and < 5% memory.

• percent 5To10: %Duration of the total I/O duration when the job writes bursts are
≥ 5% and < 10% memory.

• percent 10To50: %Duration of the total I/O duration when the job writes bursts
are ≥ 10% and < 50% memory.

• percent 50To100: %Duration of the total I/O duration when the job writes bursts
are ≥ 50% and ≤ 100% memory.

Figure 3.12 shows how much of the job time is associated with different sizes of write bursts,
possibly to checkpoint data. It is clear from the figure that most of the jobs spend 100% of
the I/O minutes in utilizing less than 1% memory, while there are few jobs which spend all
I/O minutes writing bursts in sizes between 10 – 50% of memory.

Observation 9: 90% of jobs never write bursts larger than 1% of memory size.
Therefore, we can ideally use more portions in the memory of an HPC storage system
to increase the prefetching capacity and improve the overall I/O performance.
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Figure 3.12: % I/O duration vs. write burst size as % of memory.

Figure 3.13: Percent I/O duration vs vs size of write bursts.

We also look at the absolute size of the write bursts and what percentage of the job I/O
duration is associated with different sizes of bursts. Similar to Figure 3.12, Figure 3.13 shows
the percentage of I/O time during which jobs issue different sizes of bursts. This is for all
jobs which performed I/O.

The categories of data sizes are:

• 0 Bytes

• Less than 1 KB

• Between 1 KB and 1 MB

• Between 1 MB and 1 GB

• Between 1 GB and 1 TB

• More than 1 TB

Our analysis shows that 73% jobs spend greater than 50% of their I/O time to write data
bursts whose size is between 1 KB and 1 MB. There are many jobs which spend more than
90% time writing bursts of size 1 MB to 1 GB.
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Observation 10: Most jobs write burst data in the range of few kilobytes for the
majority of their I/O duration. In the past, I/O optimizations have worked on large
checkpoint data. However, we observe that there is a significant portion of checkpoint
data with small writes. Therefore, I/O optimizations should also be done for burst
write requests having small number of bytes.

Demystifying I/O Contention

Figure 3.14a shows the total amount of data which is transferred at different hours of the
day. We observe that the largest amount of I/O activity is performed by runs which start
at 5AM and 11AM local time.

In Figure 3.14b, we plot the percentage of I/O time for applications across different hours
of the day. The percentage of I/O time of an application is plotted as percentage of the
maximum I/O time among all runs which perform similar I/O behavior to normalize it
across applications. However, we observe that runs started at 5AM and 11AM have the
highest percentage of I/O time due to the high I/O activity during this time.

(a) Total I/O for every hour throughout the day. (b) Percentage of I/O time noramlized for simi-
lar jobs starting at different hours throughout the
day.

Figure 3.14: Plotting I/O behavior of application for every hour throughout the day.

Observation 11: I/O contention adversely affects the I/O performance for jobs, re-
sulting in similar applications spending more time doing I/O during the time period
when other applications are also performing considerable I/O. This makes I/O per-
formance the bottleneck for improving the overall performance of an HPC application.
Therefore, much effort should be done in handling I/O contentions in the HPC centers.
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3.5 Discussion

The analysis of the server level statistics gave interesting insights into HPC application I/O
behavior. The study though focused on Livermore Computing resources, the insights can
be extended for other HPC centers. The study is conducted on a real-world deployment of
Lustre file system, which is one of the most popular parallel file systems used in the top 100
supercomputers [72]. The jobs which are studied in this chapter are representative of other
high performance computing centers, like National Energy Research Scientific Computing
Center (NERSC) [148], and Oak Ridge Leadership Computing Facility (OLCF) [145].

3.5.1 Lessons for HPC admininistrators

• There is an equal distribution of reads and writes per user in the HPC storage system.
Therefore, equal focus needs to be given on optimizing both reads and writes in a
parallel file system.

• The mean duration of jobs is less than 52 minutes which suggests that job scheduling
and I/O contention strategies should be developed for shorter duration jobs rather
than jobs which run for many hours.

• It also seems to contradict the conventional wisdom that defensive I/O is the primary
use of HPC file systems, which may explain the very small number of jobs which wrote
bursts larger than 1% of memory.

• A small number of jobs generated most of the load on the file system. Focusing on
improving the I/O behavior of jobs which perform maximum I/O will be more beneficial
for overall I/O performance than focusing on jobs which run for long durations.

• Very few applications perform efficient writes to the file system. There are applications
which write burst sizes greater than 50% of memory; these may be checkpoints.

• Effort should be made in identifying periods of I/O contention in different HPC centers
and users should be educated to submit I/O intensive jobs outside of those times to
improve I/O performance of the overall system.

• There should be optimizations for balancing the metadata load across the metadata
servers which can adversely impact the I/O performance.

3.5.2 Lessons for HPC users

• Users who run write-intensive workloads on parallel file system need to perform efficient
writes. Only 22% users perform efficient writes, which degrades the I/O performance
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of the entire system. The users can get better I/O performance by performing more
write bytes per write function call.

• Starting an I/O intensive job at particular time instants can be beneficial in facing
less I/O contention which would improve the overall performance of the application.
Therefore, HPC users should know which periods of the day are bad for submitting
I/O intensive applications.

• A lot of memory remains unused for I/O operations. Therefore, HPC application
developers can improve I/O performance by prefetching data into memory.

3.6 Chapter Summary

Improving I/O performance has become the most important factor in modern I/O bound
HPC applications. Therefore, understanding the I/O behavior of HPC applications is very
important for system administrators, file system developers, and HPC users. This chapter
collected Lustre file system server level statistics from two clusters, Cab and Quartz, at
the Lawrence Livermore National Laboratory, for a period of three years and analyzed the
statistics in an application-agnostic manner. Our studies have indicated interesting results
which show that due to the increase in popularity of machine learning jobs, the HOC jobs now
have an even distribution of write-intensive and read-intensive jobs, showing the importance
of giving equal priority in improving file system read and write performance. Our analysis
also led us to believe that there should be focus on I/O optimizations for jobs which run for
short duration. Also, there should be efforts to educate HPC users to develop applications
which perform efficient writes. Moreover, the metadata spread across metadata servers are
unbalanced and there should be efforts to balance the load or migrate metadata operations
to less loaded metadata server. Much effort is also needed to mitigate the effect of I/O
contention that adversely impacts the I/O performance of the entire system. We believe
that our analysis will help all HPC practitioners to build better file systems and utilize it
more effectively.
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Optimizing Data Partitioning for
In-Memory Data Analytics
Frameworks

4.1 Introduction

Large scale in-memory data analytic platforms, such as Spark [211, 212], are being increas-
ingly adopted by both academia and industry for processing data for a myriad of applications
and data sources. These platforms are able to greatly reduce the amount of disk I/Os by
caching the intermediate application data in-memory, and leverage more powerful and flexible
direct acyclic graphs (DAG) based task scheduling. Thus, in-memory platforms outperform
widely-used MapReduce [67]. The main advantage of a DAG-based programming paradigm
is the flexibility it offers to the users in expressing their application requirements. However,
the downside is that complicated task scheduling makes identifying application bottlenecks
and performance tuning increasingly challenging.

There is a plethora of application-specific parameters that impact runtime performance in
Spark, such as tasks parallelism, data compression and executor resource configuration. In
typical data processing systems, the input (or intermediate) data is divided into logical
subsets, called partitions. Specifically, in Spark, a partition can not be divided between
multiple compute nodes for execution, and each compute node in the cluster processes one
or more partitions. Moreover, a user can configure the number of partitions and how the
data should be partitioned (i.e., hash or range partitioning schemes) for each Spark job.
Suboptimal task partitioning or selecting a non-optimal partition scheme can significantly
increase workload execution time. For instance, if a partition strategy launches too many
tasks within a computation phase, this would lead to CPU and memory resource contention,
and thus lose performance. Conversely, if too few tasks are launched, the system would have

35
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low resource utilization and would again result in reduced performance.

Moreover, inferior partitioning can lead to serious data skew across tasks, which would even-
tually result in some tasks taking significantly longer time to complete than others. As data
processing frameworks usually employ a global barrier between computation phases, it is
critical to have all the tasks in the same phase finish approximately at the same time, so as
to avoid stragglers that can hold back otherwise fast-running tasks. The right scheme for
data partitioning is the key for extracting high performance from the underlying hardware
resources. However, finding a data partitioning scheme that gives the best or highest per-
formance is non-trivial. This is because, data analytic workflows typically involve complex
algorithms, e.g., machine learning and graph processing. Thus, the resulting task execution
plan can become extremely complicated with increasing number of multiple computation
phases. Moreover, given that each computation phase is different, the optimal number of
partitions for each phase can also be different, further complicating the problem.

Spark provides two methods for users to control task parallelism. One method is to use a
workload specific configuration parameter, default.parallelism, which serves as the default
number of tasks to use for when the number of partitions is not specified. The second method
is to use repartitioning APIs, which allow the users to repartition the data. Spark does not
support changing of data parallelism between different computation phases except via manual
partitioning within a user program through repartitioning APIs. This is problematic because
the optimal number of partitions can be affected by the size of the data. Users would have
to change and recompile the program every time they process a different data set. Thus, a
clear opportunity for optimization is lost due to the rigid partitioning approach.

In this chapter, we propose Chopper, an auto-partitioning system for Spark1 that auto-
matically determines the optimal number of partitions for each computation phase during
workload execution. Chopper alleviates the need for users to manually tune their workloads
to mitigate data skewness and suboptimal task parallelism. Our proposed dynamic data par-
titioning is challenging due to several reasons. First, since Spark does not support changing
tasks parallelism parameters for each computation phase, Chopper would need to design
a new interface to enable the envisioned dynamic tuning of task parallelism. Second, the
optimal data partitions differ across different computation phases of workloads. Chopper
needs to understand application characteristics that affect the task parallelism in order to
select an appropriate partitioning strategy. Finally, to adjust the number of tasks, Chopper
may introduce additional data repartitioning, which may incur extra data shuffling overhead
that has to be mitigated or amortized. Thus, a careful orchestration of the parameters is
needed to ensure that Chopper’s benefits outweigh the costs.

To address the above challenges, Chopper first modifies Spark to support dynamically
changing data partitions through an application specific configuration file. Chopper checks

1We use Spark as our evaluation DAG-based data processing framework to implement and showcase the
effectiveness of Chopper. We note that the proposed system can be applied to other DAG-based data
processing framework, such as Dryad [94].
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different numbers of data partitions before scheduling the next computation phase. Informa-
tion gathering about the application execution is achieved via several lightweight test runs,
which are then analyzed to identify task profiles, data skewness, and optimization opportuni-
ties. Chopper uses this information along with a heuristic to compute a data repartitioning
scheme, which minimizes the data skew, determines the right tasks parallelism for each com-
putation phase, while minimizing the repartitioning overhead.

Specifically, this chapter makes the following contributions.

1. We enable dynamic tuning of task parallelism for each computation phase in DAG-
based in-memory analytics platforms such as Spark.

2. We design a heuristic to carefully compute suitable data repartitioning schemes with
low repartitioning overhead. Our approach successfully identifies the data skewness and
optimization opportunities and adjusts task parallelism automatically to yield higher
performance compared to the default static approach.

3. We implement Chopper on top of Spark and evaluate the system to demonstrate its
effectiveness. Our experiments demonstrate that Chopper can significantly outper-
form vanilla Spark by up to 35.2% for the studied workloads.

4.2 Background and Motivation

In this section, we first discuss current data partitioning methodologies in Spark. Next, we
present the motivation for our work by studying the performance impact of different number
of data partitions on a representative workload, KMeans [83].

4.2.1 Spark Data Partitioning

In Spark, data is managed as an easy-to-use memory abstraction called resilient distributed
datasets (RDDs) [212]. To process large data in parallel, Spark partitions an RDD into a
collection of immutable partitions (blocks) across a set of machines. Each machine retains
several blocks of an RDD. Spark tasks, with one-to-one relationship with the partitions, are
launched on the machine that stores the partitions. Computation is done in the form of
RDD actions and transformations, which can be used to capture the lineage of a dataset as
a DAG of RDDs, and help in the recreation of an RDD in case of a failure. Such DAGs of
RDDs are maintained in a specialized component, DAGScheduler, which schedules the tasks
for execution.

Fig. 4.1 shows an overview of the Spark DAGScheduler. The input to DAGScheduler are
called jobs (shown as ActiveJob in the figure). Jobs are submitted to the scheduler using a
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Figure 4.1: Overview of Spark DAGScheduler.

submitJob method. Every job requires computation of multiple stages to produce the final
result. Stages are created by shuffle boundaries in the dependency graph, and constitute a set
of tasks where each task is a single unit of work executed on a single machine. The narrow de-
pendencies, e.g., map and filter, allow operations to be executed in parallel and are combined
in a single stage. The wide dependencies, e.g., reduceByKey, require results to be combined
from multiple tasks and cannot be confined to a single stage. Thus, there are two types of
stages: ShuffleMapStage (shown in Fig. 4.1 as ShuffleMapStage1, ShuffleMapStage2, ...,
ShuffleMapStagen), which writes map output files for a shuffle operation, and ResultStage,
i.e., the final stage in a job. ShuffleMapStage and ResultStage are created in the scheduler
using newShuffleMapStage and newResultStage methods, respectively.

In Spark, tasks are generated based on the number of partitions of an input RDD at a
particular stage. The same function is executed on every partition of an RDD by each
task. In Fig. 4.1, ShuffleMapStage2 is expanded to show the operations involved in a
particular stage. Different operations in a stage form different RDDs (RDD1, RDD2, ... ,
RDDr). Each RDD consists of a number of tasks that can be operated in parallel. In the
figure, Pαβ represents partitionα of RDDβ. There are m partitions for an RDD. Each RDD
in a stage consists of a narrow dependency on the previous RDD, which enables parallel
execution of multiple tasks. Thus, the number of partitions at each stage determins the level
of parallelism.

Currently, Spark automatically determines the number of partitions based on the dataset size
and the cluster setups. However, the number of partitions can also be configured manually
using spark.default.parallelism parameter. In order to partition the data, Spark provides
two data partitioning schemes, namely hash partitioner and range partitioner. Hash parti-
tioner divides RDD based on the hash values of keys in each record. Data with the same
hash keys are assigned to the same partition. Conversely, range partitioner divides a dataset
into approximately equal-sized partitions, each of which contains data with keys within a
specific range. Range partitioner provides better workload balance, while hash partitioner
ensures that the related records are in the same partition. Hash partitioner is the default
partitioner, however, users can opt to use their own partitioner by extending the Partitioner
interface.
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Figure 4.2: Execution time per stage under different number of partitions.

Although Spark provides mechanisms to automatically determine the number of partitions
for a given RDD, it lacks application related knowledge to determine the best parallelism for
a specific job. Moreover, the default hash partitioner is prone to creating workload imbalance
for some input data. Spark provides the flexibility to tailor the configurations for workloads,
however, it is not easy for users to determine the best configurations for each stage of a
workload, especially when workloads may contain hundreds of stages.

4.2.2 Workload Study

To show the impact of data partitioning on application performance, we conduct a study
using KMeans workload from SparkBench [112] and the latest release of Spark (version 1.6.1),
with Hadoop (version 2.6) providing the HDFS [176] storage layer. Our experiments execute
on a 6-node heterogeneous cluster. Three nodes (A, B, C) have 32 cores, 2.0 GHz AMD
processors, 64 GB memory, and are connected through a 10 Gbps Ethernet interconnect.
Two nodes (D, E) have 8 cores, 2.3 GHz Intel processors, 48 GB memory. The the remaining
node (F) has 8 cores, 2.5 GHz Intel processor, and 64 GB memory. Nodes D, E and F are
connected via a 1 Gbps Ethernet interconnect. Node F is configured to be the master node,
while nodes A to E are worker nodes for both HDFS and Spark. Every worker node has
one executor with 40 GB memory, and the remaining memory can be used for the OS buffer
and HDFS data node operations. While our cluster hardware is heterogeneous, we configure
each executor with the same amount of resources, essentially providing same resources to
each component to better match with Spark’s needs, and alleviating the performance impact
due to the heterogeneity of the hardware. Note that, given the increasing heterogeneity in
modern clusters, we do take the heterogeneity of cluster resource into account when designing
Chopper. We repeated each experiment 3 times, and report the average results in the
following.

First, we study the performance impact of different number of partitions. For this test, we
use KMeans workload with 7.3 GB input data size. KMeans has 20 stages in total, and we
change the number of partitions from 100 to 500 and record the execution time for each stage.
Fig. 4.2 shows the results. For every stage, the number of partitions that yields minimum
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Figure 4.4: Shuffle data per stage under different partition numbers.

execution time varies. This shows that different stages have different characteristics and
that the execution time for each stage can vary even under the same configuration. To
further investigate the impact on performance, we study stage-0 in more detail. As shown
in Fig. 4.3, the execution time of a stage changes with the number of partitions, and we
see the worst performance when the number of partitions is set to 100. From this study,
we observed that the number of partitions has an impact on the overall performance of a
workload. Furthermore, different stages inside a workload can have different optimal number
of partitions. In this example, specifying 100 partitions may be an optimal configuration for
overall execution (Fig. 4.2), but clearly it is not optimal for stage-0 (Fig. 4.3).

To better understand the above observed performance impact, we investigate the amount of
shuffle data produced at each stage with different number of partitions—since shuffle has a
big impact on workload performance. For this test, we record the maximum of shuffle read or
write data as representative of shuffle data per stage. For KMeans, only stages 12-17 involve
data shuffle. As shown in Fig. 4.4, any increase in the number of partitions also increases the
shuffle data at each stage. A shuffle stage usually involves repartitioning RDD data. For an
equivalent execution time, if repartitioning is not involved, then the amount of shuffle data
increases from 434.83 KB for 200 partitions to 1081.6 KB for 500 partitions for stage-17,
compared to 217.33 KB of shuffle data when repartitioning is done. Also, when compared
to a large number of partitions, e.g., 2000, there is a significant increase in the execution
time as well as increase in the amount of shuffle data. For 2000 partitions, the execution
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Figure 4.5: System architecture of Chopper.

time is 4.53 minutes and the amount of shuffle data for stage-17 is 4300.8 KB. We observe
38.8% improvement in execution time from repartitioning for similar amount of shuffle data.
Also there is 46.1% improvement in execution time, and 94.9% reduction in the amount of
shuffle data per stage when compared to large (i.e., 2000) number of partitions.

These experiments show that the number of partitions is an important configuration param-
eter in Spark and can help improve the performance of a workload. The optimal number of
partitions not only varies with workload characteristics, but is also different among different
stages of a workload. We leverage these findings in designing the auto-partitioning scheme
of Chopper.

4.3 System Design

In this section, we present the design of Chopper, and how it achieves automatic reparti-
tioning of RDDs for improved performance and system efficiency.

Fig. 4.5 illustrates the overall architecture of Chopper. We design and implement Chopper
as an independent component outside of Spark. As Spark is a fast evolving system, we keep
the changes to Spark for enabling our dynamic partitioning to a minimum. This reduces code
maintenance overhead while ensuring adoption of Chopper for real-world use cases. Chop-
per consists of a partition optimizer, a configuration generator, a statistics collector, and a
workload database. In addition, Chopper extends the Spark’s DAGScheduler to support
dynamic partitioning configuration and employs a co-partition-aware scheduling mechanism
to reduce network traffic whenever possible. Statistics collector communicates with Spark to
gather runtime information and statistics of Spark applications. The collector can be easily
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Figure 4.6: An example generated Spark workload configuration in Chopper.

extended to gather additional information as needed. Workload DB stores the observed in-
formation including the input and intermediate data size, the number of stages, the number
of tasks per stage, and the resource utilization information. Partition optimizer retrieves ap-
plication statistics, trains models, and computes an optimized partition scheme based on the
current statistics and the trained models for the workload to be optimized. This information
is also stored in Workload DB for future use. Partition optimizer then generates a workload
specific configuration file. The extended dynamic partitioning DAGScheduler changes the
number of partitions and the partition scheme per stage according to the generated Spark
configuration file. Finally, the co-partitioning-aware component schedules partitions that
are in the same key range on the same machine if possible to decrease the amount of shuffle
data. The partition optimizer does not need to consider data locality because the input of
the repartitioning phase is the local output of the previous Map phase, and the destinations
of the output of the repartitioning phase depend on the designated shuffle scheme. Thus,
existing locality is automatically preserved.

Our system allows dynamic updates to the Spark configuration file whenever more runtime
information is obtained. Chopper modifies Spark to allow applications to recognize, read,
and adopt the new partition scheme.

4.3.1 Enable Auto-Partitioning

An example application configuration file produced by Chopper is shown in Fig. 4.6. It
consists of multiple tuples each containing a signature; the partitioner, and the number
of partitions for a particular stage. We use stage signatures to identify stages that invoke
identical transformations and actions. This is helpful when the number of iterations within a
machine learning workload is unknown, where we can: (a) use the same partition scheme for
all the iterations; or (b) use previously trained models to dynamically determine the number
of partitions to use if the intermediate data size changes across iterations.

When an application is submitted to a Spark cluster, a Spark driver program is launched
in which a SparkContext is instantiated. SparkContext then initiates our auto-partitioning
aware DAGScheduler. The scheduler checks the Spark configuration file before a stage is
executed. If the partition scheme is different from the current one, the scheduler changes
the scheme based on the one specified in the configuration file. Each RDD has five internal
properties, namely, partition list, function to compute for every partition’s dependency list
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on other RDDs, partitioner, and a list of locations to compute every partition. Chopper
changes the partitioner properties to enable repartitioning across stages.

Chopper also supports dynamic updates to the Spark application configuration file based
on the runtime information of current running workload. In particular, DAGScheduler pe-
riodically checks the updated configuration file and uses the updated partitioning scheme if
available. This improves the partitioning efficiency and overall performance.

4.3.2 Determine Stage-Level Partition Scheme

The partition optimizer is responsible for computing a desirable partition scheme for each
stage of a workload, given the collected workload history, and current input data and size.
The optimizer not only considers the execution time and shuffle data size of a stage but also
the shuffle dependencies between RDDs. In the following, we describe how this is achieved for
the stage-level information. The use of global DAG information is discussed in Section 4.3.3.

Spark provides two types of partitioners, namely range partitioner and hash partitioner.
Different data characteristics and data distributions require different partitioners to achieve
optimal performance. Range partitioner creates data partitions with approximately same-
sized ranges. RDD tuples that have keys in the same range are allocated to the same
partition. Spark determines the ranges through sampling of the content of RDDs passed to
it when creating a range partitioner. Thus, the effectiveness of a range partitioner highly
depends on the data contents. A range partition scheme that distributes a RDD evenly
is likely to partition another RDD into a highly-skewed distribution. In contrast, a hash
partitioner allocates tuples using a hash function modulo of the number of partitions. The
hash partitioner attempts to partition data evenly based on a hash function and is less
sensitive to the data contents, and can produce even distributions. However, if the dataset
has hot keys, a partition can become skewed in terms of load, as identical keys are mapped
to the same partition. Consequently, the appropriate choice between the range partitioner
or hash partitioner depends on the dataset characteristics and DAG execution patterns.

To compute the stage level partition scheme, we aim to minimize both the stage execution
time and the amount of shuffle data. Considering stage execution time, and shuffle data that
directly affects the execution time, enables us to capture the right task granularity. This pre-
vents the partitions from both growing unexpectedly large—creating resource contention—
or becoming trivially small—under-utilizing resources and incurring extra task scheduling
overhead. The approach also implicitly alleviates task skew by filtering out inferior partition
schemes.

Equations 4.1, 4.2, 4.3 and 4.4 describe the model learned and the objective function used to
determine the optimal number of partitions. In particular, D denotes the size of input data
for the stage, P denotes the number of partitions, texe represents the execution time of the
stage, and sshuffle is the amount of shuffle data in the stage. t′exe and s′shuffle denote the stage
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execution time and amount of shuffle data obtained using default parallelism, respectively.
Given input data size, Equation 4.4 enables Chopper to determine the optimal number of
partitions minimizing both execution time and the amount of shuffle data. By normalizing
the execution time and the amount of shuffle data with respect to the respective values under
default parallelism, we are able to capture both of our constraints into the same objective
function. Constants α and β can be used to adjust the weights between the two factors.
In our implementation, we set the constants to a default value of 0.5, making them equally
important.

We model the execution time and the amount of shuffle data based on the input data size
of the current stage and the number of partitions as shown in Equations 4.1 and 4.2. This
is a coarse grained model, since it is independent of Spark execution details and focuses on
capturing the relationship between input size, parallelism, execution time and shuffle data.
In particular, we posit that the execution time increases with the input data size, obeying a
combination of cube, square, linear, and sub-linear curves. The amount of shuffle data also
increases or decreases with the number of partitions according to a combination of cube,
square, linear, and sub-linear curves. Note that our model can capture most applications
observed in the real-world use cases for Spark. However, it may not be able to model corner
cases such as those with radically different behavior, e.g., workloads for which execution
time grows with D4. In general, we observe that such a model is simple and computationally
efficient, yet powerful enough to capture applications with different characteristics via various
coefficients of the model. When the cluster resources and other configuration parameters are
fixed, the model fits the actual execution time and amount of shuffle data well with varying
size of input data and number of partitions. The data points needed to train the models are
gathered by the statistics collector. If the collected data points are not sufficient, Chopper
can initiate a few test runs by varying the sampled input data size and the number of
partitions and record the execution time and the amount of shuffle data produced. Chopper
also remembers the statistics from the user workload execution in a production environment,
which can be further leveraged to better train and model the current application behavior.

texe = a1D
3 + b1D

2 + c1D + d1D
1/2 + e1P

3 + f1P
2 + g1P + h1P

1/2, (4.1)

sshuffle = a2D
3 + b2D

2 + c2D + d2D
1/2 + e2P

3 + f2P
2 + g2P + h2P

1/2, (4.2)

cost = αtexe/t
′
exe + βsshuffle/s

′
shuffle (4.3)

min cost (4.4)

Chopper trains two models using Equations 4.1 and 4.2 for every stage of a workload,
one for range partitioning and the other for hash partitioning. Algorithm 1 presents how
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Algorithm 1: Get Stage level Partition Scheme getStagePar.

Input: workload w, stage s, input size d
Output: (partitioner, numPar, cost)
begin

rModel=getRangeParitionModel(w,s)
hModel=getHashPartitionModel(w,s)
(numRangePar,rCost)=getMinPar(rModel,d)
(numHashPar,hCost)=getMinPar(hModel,d)
if rCost < hCost then

return (RangePartitioner,numRangePar,rCost)

else
return (HashPartitioner,numHashPar,hCost)

Chopper calculates the optimized stage level partition scheme given workload w, stage s
and input size d for the stage. The algorithm returns the partitioner, the optimal number of
partitions used for stage s and the cost. Specifically, Chopper retrieves the trained models
of stages for both range partitioning and hash partitioning from the workload database.
After this, Algorithm 1 computes the optimal numbers of partitions with minimal cost for
both range partitioning and hash partitioning using Equation 4.4. Finally, Chopper returns
the partitioner that would incur the lowest cost along with the number of partitions to use.

4.3.3 Globally-Optimized Partition Scheme

After we compute the stage level partition scheme, a naive solution is to compute the optimal
partition scheme for each stage independently and generate the Spark configuration file.
This is shown in Algorithm 2. It gets the DAG information from workload database, iterates
through the DAG, computes the desirable partition scheme for each stage, and adds to a
list of partition scheme. Lastly, the algorithm returns the list of partition schemes, which is
then used to generate the Spark configuration file for the current workload.

Although Algorithm 2 optimizes the partition scheme per stage, it misses the opportunities
to reduce shuffle traffic because of the dependencies between stages and RDDs. For example,
if stage-C joins the RDDs from stage-A and stage-B, the shuffle traffic introduced by join can
be completely eliminated if the two use the same partition scheme and the joined partitions
are allocated on the same machine. However, this cannot be achieved using Algorithm 2. If
the computed optimal scheme of stage-A is (Range, 100) and the optimal scheme of stage-B
is (hash, 200), the shuffle data cannot be eliminated, as the partition schemes of stage-A
and stage-B are different. Even though stage-A and stage-B are optimally partitioned, the
shuffle data of stage-C is sub-optimal. Since join and co-group operation are two of the most
commonly used operations in Spark applications, poor partitioning will typically introduce
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significant shuffle overhead. Consequently, it is critical to optimize the join and co-group
operation to decrease the amount of shuffle data as much as possible.

Another issue is that since the users are allowed to tune and specify customized partition
scheme on their own, Chopper leaves the user optimization intact even when the computed
optimal scheme disagrees with the user specified partition scheme. However, Chopper can
choose to add an additional partition operation if the benefit of introducing the partition
operation significantly outweighs the overhead incurred. For instance, consider a case where
stage-B blows up the number of tasks to by a power of two from its previous stage-A (i.e.,
1002 tasks) due to the user-fixed partition scheme of stage-A. If Chopper coalesces the
number of tasks of stage-A from 100 to 10, it would significantly reduce the number of tasks
in stage-B from 10000 to 100.

Algorithm 2: Get workload partition scheme getWorkloadPar.

Input: workload w, DAG dag, input size D
Output: parList
begin

if dag == null then
dag = getDAG(w)

for stage s in dag do
d=getStageInput(w, s, D)
(partitoner, numPar, cost) = getStagePar(w, s, d)
parList.add(s,partitioner,numPar,cost)

return parList

To remedy this, Chopper determines the partition scheme by globally considering the entire
DAG execution. As described in Algorithm 3, Chopper first groups the DAG graph based
on the stage dependencies. The grouping of DAG graph is started from the end stages of the
graph and iterated towards the source stages. The grouping is based on the join operations
or partition dependencies. The stages with join operations are grouped into a subgraph. The
partition dependencies refer to the cases where the number of stages is determined by the
previous stage, thus Chopper cannot change the partition scheme. After the DAG of the
workload is regrouped, the node within the new DAG can either be a stage or a subgraph that
consists of multiple stages. If the node is a stage, the optimal partition scheme is computed
using Algorithm 1. Otherwise, the node is a subgraph, where the optimal partition scheme is
computed differently. Specifically, we iterate through all the nodes within the subgraph and
get the optimal partition scheme for each node, we then compute the cost of applying each
partition scheme to all the applicable nodes in the graph and return the partition scheme
that has the minimal cost.

Finally, after we compute the globally optimal partition scheme, we check whether the stage
partition is allowed to be changed. If not, and the partition scheme is different, we then
check whether it is beneficial to insert a new repartitioning phase by comparing the cost
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using original partitioning to the cost of the new repartitioning phase together with the cost
of optimized partition scheme. If the benefit outweighs the cost by a factor of γ, we choose
to insert a new partition phase into the DAG graph. We empirically set γ to 1.5 to tolerate
the model estimation error.

Algorithm 3: Get globally optimized partition scheme.
Input: workload w, input size D
Output: parList
begin

dag=getReGroupedDAG(w)
for node s in dag do

d=getStageInput(w, s, D)
if s isInstanceOf Stage then

(partitoner, numPar, cost) = getStagePar(w, s, d)

else
(partitoner, numPar, cost) = getSubGraphPar(w, s, d)

if s isFixed then
curCost = getCost(w, s, getPartitioner(w, s), getNumPar(w, s))
optCost = cost + getRepartitionCost(w, s, partioner, numPar)
if optCost < curCost then

s′ = s+ “repartitionstage”
parList.add(s′, partitioner, numPar, optCost)

else
parList.add(s, partitioner, numPar, cost)

return parList

Function getSubGraphPar
Input: workload w, DAG dag, input size D
Output: paritioner, numPar, cost
parList = getWorkloadPar(w, dag, D)
min = parList(0)
for s in parList do

cost = getCost(w, dag, s.partitioner, s.numPar)
if cost < min.cost then

min = s

return (min.partitioiner,min.numPar,min.cost)

Function getCost
Input: workload w,DAG dag, partitioner, numPar
Output: cost
for stage s in dag do

if partitioner == range then
rModel = getRangePartitionModel(w, s)
cost += Equation 4.3

else
hModel = getHashParitionModel(w, s)
cost += Equation 4.3

return cost

4.4 Evaluation

In this section, we evaluate Chopper and demonstrate its effectiveness on the cluster de-
scribed earlier in Section 7.2. We use three representative workloads from SparkBench:
KMeans, PCA, and SQL. KMeans [83] is a popular clustering algorithm that partitions and
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Workload KMeans PCA SQL
Input Size (GB) 21.8 27.6 34.5

Table 4.1: Workloads and input data sizes.

clusters n data points into k clusters in which each data point is assigned to the nearest
center point. The computation requirement of this workload change according to the num-
ber of clusters, the number of data points, and the machine learning workload that exhibits
different resource utilization demand for different stages during the process of iteratively
calculating k clusters. PCA [95] is a commonly used technique to reduce the number of
features in various data mining algorithms such as SVM [63] and logistic regression [87]. It
is both computation and network-intensive machine learning workload that involves multiple
iterations to compute a linearly uncorrelated set of vectors from a set of possibly correlated
ones. SQL is a workload that performs typical query operations that count, aggregate, and
join the data sets. Thus, SQL represents a common real world scenario. SQL is compute
intensive for count and aggregation operations and shuffle intensive in the join phase. The
input data is generated by the corresponding data generator within SparkBench. The input
data size for each workload is shown in Table 4.1. The experiments for vanilla Spark are
conducted with the default configuration, which is set to 300 partitions for all the workloads.
We run all of our experiments three times, and the numbers reported here are from the av-
erage of these runs. Moreoer, we clear the OS cache between runs to preclude the impact of
such caching on observed times.
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Figure 4.7: Execution time of Spark and Chopper.

4.4.1 Overall Performance of Chopper

Our first test evaluates the overall performance impact of Chopper. Fig. 4.7 illustrates
the total execution time of three workloads comparing Chopper against standard vanilla
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Spark. The reported execution time includes the overhead of repartitioning introduced by
Chopper. We can see that Chopper achieves overall improvement in the execution time
by 23.6%, 35.2% and 33.9% for PCA, KMeans and SQL, respectively. This is because
Chopper effectively detects optimal partitioner and the number of partitions for all stages
within each workload. Chopper also performs global optimization to further reduce network
traffic by intelligently co-partitioning dependent RDDs and inserting repartition operations
when the benefits outweigh the cost. We also observe that Chopper is effective for all
types of workloads that exhibit different resource utilization characteristics. The repartition
method of Chopper implicitly reduces the potential data skew and determines the right task
granularity for each workload, thus improving the cluster resource utilization and workload
performance. Thus, Chopper shows significant reduction in the overall execution time for
all the three workloads. The model training of Chopper is conducted offline, and thus is
not in the critical path of workload execution. Moreover, the overhead of repartitioning is
negligible as it involves solving a simple linear programming problem.

4.4.2 Timing Breakdown of Execution Stages
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Figure 4.8: Execution time per stage breakdown of KMeans.

Chopper Spark
Execution Time (sec) 250 372

Table 4.2: Execution time for stage 0 in KMeans.

To better understand how dynamic partitioning of Chopper helps to improve overall per-
formance, in our next test, we examine the detailed timing breakdown of individual workload
stages. Fig. 4.8 depicts the execution time per stage for KMeans. We show the execution
time of stage-0 separately in Table 4.2 since the execution time of stage-0 and that of other
stages differs significantly. We see that Chopper reduces execution time of each stage for
KMeans compared to vanilla Spark, as Chopper is able to customize partition schemes
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StageID 0 1 2 3 4 5 6 7 8 9 10 11 12 - 17 18 19
Chopper 210 210 300 720 300 720 300 720 300 720 300 720 210 380 210

Spark 300 300 300 300 300 300 300 300 300 300 300 300 300 300 300

Table 4.3: Repartition of stages using Chopper.

for each stage according to associated history and runtime characteristics. Table 4.3 shows
the number of partitions used by Chopper for different stages compared to vanilla Spark.
Stages 12 to 17 are iterative, and thus are assigned the same number of partitions. We see
that Chopper effectively detects and changes to the correct number of partitions for this
workload rather than using a fixed (default) value throughout the execution.

4.4.3 Impact on Shuffle Stages
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Figure 4.9: Shuffle data per stage for SQL.
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Figure 4.10: Execution time per stage breakdown of SQL.

In our next test, we use a shuffle-intensive workload, SQL, to study how Chopper reduces
the shuffle traffic by automatically recognizing and co-partitioning dependent RDDs. Fig. 4.9
shows that the shuffle data for all four stages is less under Chopper compared to vanilla
Spark. Stage-4 (not shown in the figure) has the same amount of shuffle data for SQL
workload using Chopper or Spark (i.e., 4.7 GB). However, as seen in Fig. 4.10, stage-4
takes comparatively shorter time to execute using Chopper versus Spark. This is because,
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stage 4 is divided into 4 sub-stages where the first two sub-stages have a shuffle write data of
1.9 GB and 2.8 GB. Chopper combines these two sub-stages for shuffle write and provides
the third sub-stage for the shuffle data to be read. This greatly reduces the execution time
for stage 4 as seen in Fig. 4.10. Thus, we demonstrate that Chopper can effectively detect
dependent RDDs and co-partition them to reduce the shuffle traffic and improve the overall
workload performance.

4.4.4 Impact on System Utilization
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Figure 4.11: CPU utilization.
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Figure 4.12: Memory utilization.
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Figure 4.13: Total transmitted and received packets per second.
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Figure 4.14: Transactions per second.

In our next experiment, we investigate how Chopper impacts the resource utilization of all
the studied workloads. Fig. 4.11, 4.12, 4.13 and 4.14 depict the CPU utilization, memory
utilization, total number of transmitted and received packets per second, and the total
number of read and write transactions per second, respectively, during the execution of
the workloads under Chopper and vanilla Spark. The numbers show the average of the
statistics collected from the six nodes in our cluster setup. We observe that the performance
of Chopper is either equivalent or in most of the cases better than the performance of vanilla
Spark for the studied workloads. In some cases, Chopper shows improved transactions per
seconds as compared to vanilla Spark because of the high throughput and improved system
performance.

These experiments show that the performance (computed on the basis of execution time and
shuffle data) improves under Chopper compared to vanilla Spark. Also, these improvements
in Chopper yield comparable or better system utilization compared to vanilla Spark.

4.5 Chapter Summary

In this chapter, we design Chopper, a dynamic partitioning approach for in-memory data
analytic platforms. Chopper determines the optimal number of partitions and the parti-
tioner for each stage of a running workload with the goal of minimizing the stage execution
time and shuffle traffic. Chopper also considers the dependencies between stages, includ-
ing join and co-group operations, to further reduce shuffle traffic. By minimizing the stage
execution time and shuffle traffic, Chopper implicitly alleviates the task data skew using
different partitioners and improves the task resource utilization through optimal number
of partitions. Experimental results demonstrate that Chopper effectively improves over-
all performance by up to 35.2% for representative workloads compared to standard vanilla
Spark.

Our current implementation of Chopper has to re-train its models whenever the available
resources are changed. In future, we plan to explore the per-stage performance models that
can work across different resource configurations, i.e., clusters. We will also explore how
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Chopper behaves under failures. These will further improve the applicability of Chopper
in a cloud environment, where compute resources are failure-prone and scaled as needed.



Chapter 5

File System Monitoring for Large
Scale Storage Systems

5.1 Introduction

Big data science relies on sophisticated workflows that need large storage systems to meet
the demands of their data-intensive workloads. According to a recent report from National
Energy Research Scientific Computing Center (NERSC) [14], the total volume of data stored
at NERSC has grown at an annual rate of 30 percent over the past 10 years. Data may
be stored for short to long periods, be accessible to dynamic groups of collaborators, and
be operated upon by various actors. As data generation volumes and velocities continue
to increase, the rate at which files are created, modified, deleted, and acted upon (e.g.,
permission changes) make manual oversight and management infeasible.

While research automation [21, 56] offers a potential solution to these problems it is first
necessary to be able to capture events in real-time and at scale across a range of large-scale
storage systems. Such events may then be used to automate the data lifecycle (performing
backups, purging stale data, etc.), report usage and enforce restrictions, enable program-
matic management, and even autonomously manage the health of the system. Enabling
scalable, reliable, and standardized event detection and reporting will also be of value to a
range of infrastructures and tools, such as software-defined cyberinfrastructure (SDCI) [75],
auditing [41], and automating analytical pipelines [56, 57]. Such systems enable automation
by allowing programs to respond to file events and initiate tasks.

Many small-scale local storage systems provide mechanisms to detect and report data events,
such as file creation, modification, and deletion. Tools such as inotify [124], kqueue [108],
and FileSystemWatcher [131] enable developers and applications to respond to data events.
However, such tools are not scalable and suitable for large-scale parallel file systems, like,
Lustre [12] and IBM’s Spectrum Scale [168] (formally known as GPFS), and object-based

54
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storage systems, like Ceph [201] and Gluster [79]. Such large-scale storage systems often
maintain an internal metadata collection catalog, such as Lustre’s Changelog, IBM Spectrum
Scale’s mmaudit, Ceph’s Journal, and Gluster’s libgfchangelog, which enables developers to
query data events. However, each of these tools provides a unique API and event description
language. For example, a file creation action may be recorded as a 01CREAT event in
Lustre’s Changelog, and an openc event in Ceph’s Journal. Furthermore, the difference in
the architecture of parallel file systems and object-based storage systems makes developing
a generalized file system event monitoring tool for large-scale storage systems non-trivial.

In this chapter, we present a generalized, and scalable, storage system monitor, called
FSMonitor, for Storage Monitor. FSMonitor provides a common API and event repre-
sentation for detecting and managing data events from different large-scale storage systems
(parallel file systems and object-based storage systems). We have architected FSMonitor

with a modular Data Storage Interface (DSI) layer to plug-in and use custom monitoring
tools and services. We leverage the internal metadata collection catalog found in such storage
systems to develop a scalable monitor architecture that is capable of detecting, resolving,
and reporting these events. We choose Lustre as our implementation platform for parallel
file systems because Lustre is used by 60% of the top 500 supercomputers [72]. For our im-
plementation of FSMonitor on object-based storage system, we select Ceph as it is one of the
most popular and open-source object stores, with companies such as Bloomberg, Cisco, and
Deutsche-Telekom using Ceph as their storage backend [5]. While our scalable monitor has
so far only been applied to Lustre and Ceph storage systems, its design makes it applicable
to other large-scale storage systems with metadata catalogs, such as IBM’s Spectrum Scale
and Gluster.

We evaluate FSMonitor on real-world deployments of both the Lustre file system and the
Ceph object store, and demonstrate its capabilities by using it to drive a research automation
system. Our experiments show that FSMonitor scales well on a 897 TB Lustre store, and a
8 TB Ceph store, where it is able to process and report 37 948 events per second on Lustre,
more than 2000 events per second on Ceph, while providing a standard event representation
on both storage systems. We also implement and evaluate a use case for FSMonitor, in the
form of a file system indexer that uses FSMonitor to improve the performance and efficiency
of metadata re-indexing.

5.2 Background

In this section, we describe parallel file systems and object-based storage. We focus specifi-
cally on the Lustre and Ceph storage systems supported by FSMonitor. We describe how the
Lustre Changelog metadata catalog and the Ceph metadata Journal can be used to detect
and report events.
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5.2.1 Parallel File System

A parallel file system is designed to stripe data blocks in parallel, across multiple storage
devices on multiple servers. Multiple clients can access a file system simultaneously and can
perform I/O operations on the various stripes of a file in parallel. Typically, it consists of
clients that read or write data to the file system, data servers where data is stored, metadata
servers that manage the metadata and placement of data on the data servers, and networks
to connect these components. This level of parallelism is transparent to the clients, for whom
it seems as though they are accessing a local file system. Therefore, important functions of a
parallel file system include avoiding potential conflict among multiple clients, and ensuring
data integrity and system redundancy.

Monitoring a parallel file system is challenging as events may be generated across various
components in the system and they then pass through one of several metadata servers.
Generally, the larger the data store, the more metadata servers required to manage the
cluster. Further, as a parallel file system aims to deliver transparent parallelism, it is crucial
that even the event monitoring mechanisms appear to users as if they are the same as a local
file system.

Lustre Parallel File System

As seen in the Chapter 3, Lustre is designed for high performance, scalability, and high avail-
ability. It employs a client-server network architecture. A Lustre deployment is comprised
of one or more Object Storage Servers (OSSs) that store file contents; one or more Metadata
Servers (MDSs) that provide metadata services for the file system and manage the Metadata
Target (MDT) that stores the file metadata; and a single Management Server (MGS) that
manages the system.

The Management Server (MGS) is responsible for storing the configuration information
for the entire Lustre file system. This persistent information is stored on the Management
Target (MGT). Metadata Servers (MDS) manages namespace operations and are responsible
for one Metadata Target (MDT). Namespace metadata, such as directories, filenames, file
layouts, and access permissions are stored in the associated MDT. Every Lustre file system
must have at least one MDT. A large file system may require more than one MDT to store
its metadata, and therefore, Lustre versions after 2.4 support a distributed namespace. A
distributed namespace means metadata can be spread across multiple MDTs. MDS0 and
MDT0 act as the root of the namespace, and all other MDTs and MDSs act as their children.

Lustre provides a Changelog to query the metadata stored in the MDT. Developers can
create a Changelog listener and subscribe to a specific MDT, allowing them to retrieve and
purge metadata records. FSMonitor uses the Lustre Changelog to keep track of file system
events.
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Object Storage Servers (OSS) store file contents. Each file is stored on one or more Object
Storage Targets (OST) mounted on an OSS. Applications access file system data via Lustre
clients which interact with OSSs directly for parallel file accesses. The internal high-speed
data networking protocol for Lustre file system is abstracted and is managed by the Lustre
Network layer.

5.2.2 Object Storage

Object storage [69] runs on the principle of assigning a unique identifier and metadata to
each piece of data to be stored in the system. These data units are accessed as objects rather
than a stream of bytes. Figure 5.1 shows how object-based storage model differentiates from
the traditional block-based model.

Figure 5.1: Comparison of block-based and object-based storage models.

In the traditional block-based storage model, the host operating system is responsible for
translating the data layout and application requests into logical block addresses. In the
object-based model, the responsibility of translation into block addresses is moved to the
object-based disk.

Therefore, data retrieval is much faster in the object-based storage model by forgoing the
need to traverse through the tiered architecture of traditional file systems and instead, stor-
ing all objects in a common storage. Typically, the metadata and data are segregated into
different logical pools to facilitate more efficient metadata driven operations on the sys-
tem. Object-based models are able to achieve high scalability and are appropriate in areas
requiring high data throughput, such as Internet-of-Things (IoT), and streaming services



58 Chapter 5. File System Monitoring for Large Scale Storage Systems

like Netflix [15]. We implement a FSMonitor interface for the Ceph object store, which is
explained below.

Ceph Object Storage

Ceph [201] storage is a popular object stores [4, 17]. Figure 5.2 shows its architecture.

Figure 5.2: An overview of Ceph architecture.

The primary component of Ceph’s infrastructure is the distributed object store - RADOS
(Reliable Autonomic Distributed Object Store). Data are stored as objects in logical groups
called pools. The metadata pool is separated from the data pools to aid faster execution
of metadata level operations, such as list and rename. The pools host logical namespaces
known as Placement Groups (PGs), which group objects into fragments within a pool. Each
placement group is mapped to a set of Object Storage Daemons (OSDs) where the final
placement of incoming data objects is done.

The Ceph client interacts with RADOS to store data by providing the object name and the
pool name using the Ceph object gateway. The interaction between the Ceph client and the
OSDs is coordinated by Metadata Servers (MDSs), placed in the metadata pool. Each MDS
maintains a Journal to assimilate the series of metadata level manipulations made to the
storage system. FSMonitor uses the MDS Journal to collect file system events from Ceph.
All metadata operations go through the Ceph Monitor, which is used to maintain a cluster
map, that is consulted by the Ceph client. The cluster map is a collection of the Monitor
map, OSD map, PG map, and MDS map. To ensure that Ceph does not succumb to a single
point of failure, Ceph tries to attain a decentralized architecture by allowing multiple MDSs
and Monitors in the cluster. The implementation of FSMonitor is done atop the Ceph File
System (CephFS), which is built on top of RADOS. It is POSIX compliant with a traditional
file system interface.
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5.2.3 Monitoring Storage System Events

Most storage systems maintain a catalog for recording file system events. For example,
Lustre maintains a Changelog, Ceph a Journal, IBM Spectrum Scale [168] a file audit log
(mmaudit), and GlusterFS [79] a libgfchangelog to track metadata events. As FSMonitor

is implemented atop Lustre and Ceph file systems, we explain Lustre Changelog and Ceph
Journal below. Lustre and Ceph are representative of other parallel file systems and object
stores, and thus FSMonitor can be extended to build a monitoring solution for other large-
scale storage systems as well.

Lustre Changelog

ID Type Time Date Flags Target FID Parent FID Target
11 01CREAT 21:18:47.30 2020.06.20 0x0 t=[0x5716:0x626c:0x0] p=[0x5716:0xe7:0x0] hello.txt
12 17MTIME 21:18:47.32 2020.06.20 0x7 t=[0x5716:0x626c:0x0] hello.txt
13 08RENME 21:18:47.41 2020.06.20 0x1 t=[0x5716:0x17a:0x0] p=[0x5716:0xe7:0x0] hello.txt

s=[0x5716:0x626b:0x0]
sp=[0x5716:0x626c:0x0] hi.txt

14 02MKDIR 21:18:47.42 2020.06.20 0x0 t=[0x5716:0x626d:0x0] p=[0x5716:0xe7:0x0] okdir
15 06UNLNK 21:18:47.43 2020.06.20 0x0 t=[0x5716:0x626b:0x0] p=[0x5716:0xe7:0x0] hi.txt

Table 5.1: A sample Lustre ChangeLog record showing Create File, Modify, Rename, Create
Directory, and Delete File events.

Table 5.1 shows sample records in Lustre’s Changelog. We run a script and see the events
recorded in the Changelog. The script first creates and then modified a file, hello.txt and
then renames the file to hi.txt. A directory named okdir is then created. Finally, it deletes
the file.

Each tuple in Table 5.1 represents a file system event, specified via a EventID (record number
for the Changelog entry), Type (file system event type), Timestamp, Datestamp (date and
time of the event occurrence), Flags (masking for the event), Target FID (file identifier of
the target file/directory on which the event occurred), Parent FID (file identifier of the
parent directory of the target file/directory), and Target Name (the file/directory name that
triggered the event). It is evident that the Parent and Target FIDs need to be resolved to
their original names before they can be sent to the client. The following event types are
recorded in the Changelog:

• CREAT: Creation of a regular file.

• MKDIR: Creation of a directory.

• HLINK: Hard link.

• SLINK: Soft link.
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• MKNOD: Creation of a device file.

• MTIME: Modification of a regular file.

• UNLNK: Deletion of a regular file.

• RMDIR: Deletion of a directory.

• RENME: Rename a file or directory from.

• RNMTO: Rename a file or directory to.

• IOCTL: Input-output control on a file or directory.

• TRUNC: Truncate a regular file.

• SATTR: Attribute change.

• XATTR: Extended attribute change.

Note in Table 5.1 that Target FIDs are enclosed within t = [], and parent FIDs within
p = []. MTIME event does not have a parent FID. RENME event has additional FIDs,
s = [] denoting a new file identifier to which the file has been renamed, and sp = [] gives
the file identifier for the original file. These features are important when resolving FIDs.

Ceph Journal

EventID Type ctime dentry Root dentry dirHash
0x8a6422d8 openc 2020-06-20 22:44:25.425743 full bits = hello.txt /mnt/mycephfs 0
0x8a6428e7 cap update 2020-06-20 22:44:28.159760 full bits = hello.txt /mnt/mycephfs 0

0x8a642efb rename 2020-06-20 22:44:51.226914
full bits = hi.txt
null bits = hello.txt

/mnt/mycephfs 0

0x8a643534 mkdir 2020-06-20 22:44:59.111970 full bits = okdir /mnt/mycephfs 2

0x8a643c5d unlink local 2020-06-20 22:45:07.665030
full bits = stray3
null bits = hi.txt

/mnt/mycephfs 0

Table 5.2: A sample Ceph Journal record showing Create File, Modify, Rename, Create
Directory, and Delete File events.

Table 5.2 shows the sample records saved in a Ceph Journal when we run the same script as
for generating the Lustre Changelog, shown in Table 5.1. Each row in Table 5.2 represents
an event in the object store. Every row consists of an EventID (journal entry number), Type
(type of file system event), ctime (date and timestamp when the event occurred), dentry
(file or directory name on which the event occurred), Root dentry (parent directory name for
the dentry file or directory), and dirHash (an identifier to check if the dentry is a directory).
In file systems, an inode (index node) contains information about a file. A dentry (directory
entry) is used to keep track of the hierarchy of files in directories. Each dentry maps an
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inode number to a file name and a parent directory. For file system events where an inode
entry is removed from the system, dentry has entries for full bits and null bits. For example,
when hello.txt is renamed to hi.txt, the dentry value for full bits is hi.txt, and dentry value
for null bits is hello.txt. Similarly, when file hi.txt is deleted, null bits value in dentry is
hi.txt. The value for dirHash is non-zero when full bits of dentry points to a directory.

It should be noted from Tables 5.1 and 5.2 that there is no standard representation for a
file system event in parallel file systems and object stores. A file creation event in Lustre is
recorded as 01CREAT, while in Ceph, it is recorded as openc. Similarly, a file modification
event is 17MTIME in Lustre and cap update in Ceph; a file or directory rename event is
08RENME in Lustre and rename in Ceph; a directory creation event is 02MKDIR in Lustre and
mkdir in Ceph; and a file deletion event is 06UNLNK in Lustre and unlink local in Ceph.
Thus a scalable monitor is needed that can create a standard representation of file system
events.

5.2.4 Prior Work

Monitoring file system events in large scale storage systems needs specialized tools. For object
storage systems, there is no such tool which is widely used. Oral et al. [143] developed an
efficient object storage journaling tool for a distributed parallel file system. They however
focused on a hardware solution by using external journals on solid state devices. FSMonitor
focuses on providing a generic software solution that can work on all storage infrastructure.
Another monitoring tool [53] was developed for the ATLAS project [1] which uses a scalable
publisher-subscriber model to record metadata events. This work is however specific to the
ATLAS project. FSMonitor uses the pub-sub model from this work to make the monitoring
solution scalable as well as generic.

Lustre Client

Robinhood Server

Lustre MDS

MDT

Database

MDT

Lustre MDS

. . . .

Figure 5.3: Robinhood architecture.

The Lustre file system has some specialized tools [133] for metadata event monitoring, of
which Robinhood [107] is the most widely used. The Robinhood Policy Engine is capable
of collecting events from Lustre file systems and using them to drive a policy engine to
automate data management tasks, such as purging old files. Its architecture is shown in
Figure 5.3. Robinhood uses an iterative approach to collect event data from metadata
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servers. A Robinhood server runs on the Lustre client and queries each MDS for events
by querying the Changelogs. It then saves the events in a database on the Lustre client.
For multiple MDSs, Robinhood polls the MDSs sequentially, in a round robin fashion. In
contrast, FSMonitor employs a high performance message queue to concurrently collect,
report, and aggregate events from all MDSs. This approach allows FSMonitor to far exceed
Robinhood event collection performance, as we will show in Section 5.4.3.

Summary: There is a need for a general event monitoring solution that can be applied
to various storage systems including both parallel file systems (such as Lustre) as well as
object-based storage systems (such as Ceph). The monitor needs to have a standard event
representation. In FSMonitor, we standardize all event representations to the inotify [115]
format from Linux, as this is the most widely used representation in industry [10]. The
monitor also needs to be scalable so as to be able to capture all the events in a large-scale
storage system. We implement FSMonitor for the Lustre file system and Ceph object store.

5.3 FSMonitor System Design

Existing monitoring solutions for local file systems (Linux, macOS) cannot be extended to
distributed environments and existing solutions for parallel file systems cannot be generally
applied to different storage systems. FSMonitor provides a standard event detection interface
across all large scale storage systems, and extends the reliability of the underlying event
detection system by providing increased resiliency. FSMonitor is designed to be applied to
arbitrary large scale storage systems through a modular data storage interface which can be
implemented to connect to arbitrary event interfaces (parallel file system and object stores).
It provides a standardized API to collect and process file system events, and is a scalable and
high-performance system that is capable of detecting many thousands of events per second.

5.3.1 Logical View of FSMonitor

Figure 5.4 illustrates the three-layer architecture of FSMonitor. The Data Storage Interface
(DSI) layer provides an abstraction for interfacing with different storage systems. The res-
olution layer is used to process events and standardize their format, and the interface layer
enables client users and programs to communicate with FSMonitor. Here we describe each
of these layers in detail, explaining their design and capabilities.

Data Storage Interface Layer

The lowest level of FSMonitor is responsible for interfacing with the underlying storage
system to capture events and report them to the resolution layer for processing. We employ
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Figure 5.4: FSMonitor architecture, showing the interface, resolution, and DSI layers.

a modular architecture via which arbitrary monitoring interfaces can be integrated into
FSMonitor. We provide a set of DSIs to interface with parallel file systems and object storage
systems. Our DSI layer is responsible for selecting the appropriate catalog to monitor for
the given storage device (Changelog in Lustre, and Journal in Ceph). After the events have
been collected, they are propagated to the resolution layer.

Resolution Layer

The resolution layer is responsible for reliably recording and aggregating events from the DSIs
and then reporting these events to the interface layer. This layer includes a queue to receive
and manage events until they are processed. As events are received from a DSI plug-in, they
are immediately placed in the processing queue. The events are then processed to resolve
and dereference paths such that events can be transformed into various representations. This
step is explained in Section 5.3.2. Rather than defining yet another event representation, we
instead transform all events into the widely used inotify event representation format. Thus,
FSMonitor provides a generalized event representation for all large scale storage systems.
The resolution layer also provides optimizations that improve the overall event processing
performance, such as caching and batching capabilities.
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Interface

The topmost layer provides an interface for users and programs to interact with FSMonitor.
This layer is responsible for reporting events and replying to requests. Programs can use
the interface to capture events as they happen. The interface layer also provides batching
capabilities to report events in groups. If an event identifier is provided, FSMonitor only
reports events that have occurred since that event. To provide fault tolerance, this layer
also stores all events received from the resolution layer into an event store (database). In
the event of failures, after client recovery, once events have been retrieved from FSMonitor,
they are flagged as having been reported and can be removed from the database. The size
of this database is configurable and can be adjusted depending on the resources available to
FSMonitor.

5.3.2 Storage System View of FSMonitor

Figure 5.5 illustrates a deployment of FSMonitor on large scale storage systems. Our monitor
uses a publish-subscribe model, where the metadata is acquired from each MDS’s metadata
catalog via a collector, processed and cached, then published to the aggregator. The ag-
gregator gathers events from each collector for later consumption. The publish-subscribe
model provides for scalable event collection, as proven for monitoring Lustre server statis-
tics [150, 152, 196]. The aggregator, and collector components are part of the architecture
of FSMonitor.

Therefore, mapping the logical view of FSMonitor with its storage system view, we have the
DSI layer on collectors, resolution layer comprises of both collectors and aggregator, and the
interface layer spanning part of aggregator and the consumers. For parallel file systems like
Lustre, the collector service is placed on the MDSs, the aggregator service on the MGS, and
the consumers are the file system clients. This is also similar to object storage systems, like
Ceph, where the collector service is on the MDSs in the metadata pool, aggregator service is
on the monitor, and the consumers consist of the object storage clients. We divide the overall
storage system design of FSMonitor into four steps: Detection, Processing, Aggregation, and
Consumption. We describe each step below.

Detection: Each collector service is responsible for extracting file system events from one
MDS metadata catalog. Deploying collectors on individual MDSs enables every MDS to
be monitored in parallel. The collector is responsible for detecting the type of storage
system: either parallel file system or object-based storage. The collector monitors the catalog
(Changelog in Lustre, and Journal in Ceph) and for every new event that is extracted from
the local metadata catalog, the event needs to be processed before it can be published to
the aggregator.

Processing (Lustre): We explain first the processing step for Lustre. As seen in Sec-
tion 6.2.4, every event in the Lustre Changelog is associated with either a target or a parent
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Figure 5.5: Infrastructural view of FSMonitor.
On Lustre: Collectors=MDSs, Aggregator=MGS, Consumers=Lustre Clients.
On Ceph: Collectors=MDSs, Aggregator=Monitor, Consumers=Ceph Clients.

file identifier (FID), or both. However, these FIDs are not necessarily interpretable by ex-
ternal applications, and thus must be processed and resolved to absolute path names.

The Lustre fid2path tool resolves FIDs to absolute path names. Whenever a new file system
event is detected by a collector, we use this tool to convert raw event tuples into application-
friendly file paths when the event is being published. However, the fid2path tool is slow and
can delay the reporting of events. For example, in Section 5.4.3 we show that this delay
can cause a decrease of 14.9% in the event reporting rate. To minimize this overhead, we
implement a Least Recently Used (LRU) Cache in the aggregator to store mappings of FIDs
to source paths.

Algorithm 7 shows the aggregator’s processing steps for a Lustre Changelog. Events are
processed in batches. The cache is used to resolve FIDs to absolute paths. Whenever an
entry is not found in the cache, we invoke the fid2path tool to resolve the FID and then
store the mapping (fid – path) into the LRU cache. In the case of UNLNK and RMDIR events,
resolving target FIDs will give an error because that FID has already been deleted by the
file system. Therefore, parent FIDs need to be resolved. If resolving parent FID raises an
error, it means the parent directory has also been deleted. FSMonitor resolves this and gives
the event as ‘ParentDirectoryRemoved’. As seen in Section 6.2.4, RENME events are provided
with the old path (sp = []) and new path FIDs (s = []). Therefore, for RENME events, instead
of target FID, old path and new path FIDs need to be resolved. Finally, events are published
to the aggregator.

After processing a batch of file system events from the Lustre Changelog, the collector will
purge the Changelogs. A pointer is maintained to the most recently processed event tuple
and all previous events are cleared from the Changelog. This helps reduce the overburdening
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of the Changelog with stale events.

Algorithm 4: Processing Lustre Changelog events.
Input: Lustre path lpath, Cache cache, MDT ID mdt
Output: EventList
while true do

events = read events from mdt Changelog
for event e in events do

resolvedEvent = processEvent(e)
EventList.add(resolvedEvent)

Clear Changelog in mdt
return (EventList)

Function processEvent
Input: Event e
Output: resolvedEvent
Extract event type, time, date from e
try:

path = cache.get(targetFID)
if targetFID not found in cache then

path = fid2path(targetFID)
cache.set(targetFID, path)

catch fid2pathError:
try:

if event type is UNLNK or RMDIR then
path = cache.get(parentFID)
if parentFID not found in cache then

path = fid2path(parentFID)
cache.set(parentFID, path)

else if event type is RENME then
oldpath = cache.get(oldFID)
newpath = cache.get(newFID)
if oldFID not found in cache then

oldpath = fid2path(oldFID)
cache.set(oldFID, oldpath)

if newFID not found in cache then
newpath = fid2path(newFID)
cache.set(newFID, newpath)

catch fid2pathError:
if event type is UNLNK or RMDIR then

path = ParentDirectoryRemoved

resolvedEvent.add(event type, time, date,
path/oldpath&newpath)

return (resolvedEvent)

Processing (Ceph): Algorithm 5 shows the steps taken by the collector to process events
from the Ceph Journal. Every event in the Journal is processed. As seen in Section 5.2.3,
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each event is associated with the event type, date and timestamp, dentry full and null bits,
root dentry full and null bits, and directory hash. The values for all of these parameters are
extracted from each file system event. If the event is a rename event, both old and new
paths are extracted from the null and full bits of dentry, respectively. If the event is a delete
event, path is set as the null bits in dentry. If null bits in root dentry exists, then, the event
was a recursive deletion event. The directory hash value is also checked and isDirectory
parameter is set as True if the hash value is non-zero.

Algorithm 5: Processing Ceph Journal events.
Input: Ceph File System Name cephfs, MDS Rank mds
Output: EventList
while true do

events = read events from mds Journal in cephfs
for event e in events do

resolvedEvent = processEvent(e)
EventList.add(resolvedEvent)

Clear Journal in mds
return (EventList)

Function processEvent
Input: Event e
Output: resolvedEvent
Extract event type, ctime, dentry, root dentry, dirHash from e
path = root dentry.concat(dentry)
isDirectory = False
if event type is rename then

oldpath = root dentry.concat(dentry nullbits)
newpath = root dentry.concat(dentry fullbits)

else if event type is unlink local then
path = root dentry.concat(dentry nullbits)
if root dentry has nullbits then

path = ParentDirectoryRemoved

if dirHash ! = 0 then
isDirectory = True

resolvedEvent.add(event type, ctime,
path/oldpath&newpath, isDirectory)

return (resolvedEvent)

After events are processed by the collector, they are sent for aggregation.

Aggregation: Collectors use a publish-subscribe communication pattern (implemented with
ZeroMQ [86]) to report events to an aggregator. When an event arrives to the aggregator it
is placed in a processing queue. The aggregator service is multi-threaded, where one thread
is responsible for publishing the aggregated file system events to the subscribed consumers,
and the other thread stores the events into a local database to enable fault tolerance. This
ensures minimal overhead on the system. An API is provided to the consumers to retrieve
historic events from the database whenever a fault occurs. For our implementation, we use
MySQL as the reliable event store.
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Consumption: Consumers act as subscribers to the aggregator which publishes the events.
The consumer service has the following three responsibilities.

Event filtering : Whenever a new event arrives to the consumer it filters the events and only
passes on events related to those files and directories requested by the application. This
filtering of events is not done at the aggregator in order to alleviate potential overheads if
many consumers were to ask to monitor different files and directories.

Standard event representation: Before a new event is sent to the client application, event
types are standardized according to the inotify format of file system event representation.
This provides a generic monitoring solution for any large-scale storage system.

Fault tolerance: The consumer service is also responsible for retrieving events for a particular
time stamp from the aggregator’s reliable event store, in the situation that a consumer fails.
Once retrieved, events are flagged as having been reported and can be removed from the
data store when the next data purge cycle is initiated.

5.4 Evaluation

To evaluate the performance and overhead of FSMonitor, we have deployed FSMonitor on
multiple Lustre parallel file system and Ceph object store platforms. Here we first describe
these testbeds and the workloads that we use for evaluating FSMonitor performance, and
then present our evaluation results.

5.4.1 Experimental Setup

We employ various testbeds to evaluate FSMonitor on both parallel file systems and object
storage systems.

Parallel File System

We evaluate FSMonitor on three testbeds running Lustre.

AWS is a deployment of Lustre on five Amazon Web Service EC2 instances. We build a
20 GB Lustre file system using Lustre Intel Cloud Edition v 1.4 on five t2.micro instances
and an EBS volume. Our Lustre configuration for AWS includes one MDS, one MGS, one
OSS with one OST and two compute nodes.

Thor is a deployment at the Distributed Systems and Storage Laboratory (DSSL) at Virginia
Tech. Each node in the setup has an 8-core processor, 16 GB memory and 512 GB storage.
We deploy Lustre version 2.10.3 with one MGS, one MDS, seven OSSs each having five OSTs
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and two Lustre clients. Every OST is a 10 GB volume, resulting in a total of 350 GB Lustre
store.

Iota is a production 897 TB Lustre deployment on a pre-exascale system at Argonne National
Laboratory. This deployment has the same configuration and performance as the 150 PB
store to be deployed on the Aurora supercomputer [2] at Argonne. The configuration includes
Lustre’s DNE with four MDSs. Iota has 44 compute nodes, each with 72 cores and 128 GB
memory.

Object-based storage System

We evaluate FSMonitor on a Ceph testbed running Ceph version 10.2.11, with one admin
node, one monitor, one client, one MDS, and two OSDs each with 4 TB object store. The
MDS is placed in a metadata pool, and the two OSDs form one data pool. The admin and
monitor nodes each have an 8-core Intel Xeon processor and 48 GB memory. The MDS and
OSD nodes each have a 16-core Intel Xeon processor with 48 GB memory, and the Ceph
client node has an 8-core Intel i7-6700 processor with 32 GB memory.

5.4.2 Experiment Workloads

We use a range of workloads to evaluate performance on the various testbeds. Specifically, we
use one synthetic benchmark, Evaluate Performance Script ; two real-world metadata bench-
marks, MDTest and FS Mark ; and two real-world data benchmarks, InterleavedOrRandom
and FS Mark.

We run the synthetic benchmark on all three Lustre testbeds and the one Ceph testbed, and
the metadata and data benchmarks on the Ceph testbed and Thor Lustre testbed. We run
each experiment five times and report the mean values of the five runs.

Synthetic Benchmark

We use the Evaluate Performance Script synthetic benchmark to measure baseline perfor-
mance. This benchmark repeatedly creates, modifies, and deletes a file hello.txt, in an infinite
loop. This script thus tests FSMonitor efficiency over a period of time and can be used to
evaluate FSMonitor’s resource utilization and event reporting rate. This script is also used
as a baseline for event reporting in both Lustre file system and Ceph object store.
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Metadata Benchmark

We use two metadata benchmarks to evaluate FSMonitor scalability and performance while
reporting metadata events.

MDTest [13] measures the metadata performance of a file system. It works by creating,
stating, and deleting a tree of directories and files in parallel across multiple clients in large
scale storage systems. The MDTest benchmark generally exceeds application requirements
for file systems and is therefore an appropriate benchmark to evaluate scalability and per-
formance of FSMonitor. We run MDTest benchmark by varying the directory tree depth
and the number of files. We ran MDTest five sets of values of files-per-directory: 300, 700,
3100, 11 100, and 42 100.

FS Mark [8] tests synchronous write workloads, simulating workloads such as mail servers by
performing multiple creations and writes of files across different directories. We ran FS Mark
for 1 million files.

Data Benchmark

In order to test the generality in event representation across parallel file systems and object
stores, and to evaluate the impact on the I/O performance of applications under FSMonitor,
we use two real-world data benchmarks.

The InterleavedOrRandom (IOR) [121] benchmark provides a flexible way to measure a
distributed file system’s I/O performance. It measures performance with different parameter
configurations, including I/O interfaces ranging from traditional POSIX to advanced parallel
I/O interfaces like MPI-I/O. It performs reads and writes to and from files on large scale
storage systems, and calculates the throughput rates. For our evaluation of FSMonitor, IOR
is executed with single shared file mode writing a 32 GB file with 8 processes.

The HACC-I/O is based on the Hardware Accelerated Cosmology Code (HACC) [120] appli-
cation, which uses N-body techniques to simulate the formation of structure in collision-less
fluids under the influence of gravity in an expanding universe. HACC-I/O captures the I/O
patterns of the HACC simulation code. It uses the MPI-I/O interface and differentiates
between FPP and SSF parallel I/O modes. We run HACC-IO for 10 million particles in
file-per-process mode with 8 processes for our evaluation of FSMonitor.

5.4.3 Evaluating FSMonitor Using Synthetic Benchmark

We now explore FSMonitor’s performance when deployed on Lustre and Ceph using the
synthetic benchmark Evaluate Performance Script.
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Event capture rate

We first form a baseline throughput for Lustre and Ceph on each of the four testbeds: AWS,
Thor, Iota, and Ceph. We use Evaluate Performance Script and record the number of events
generated per second. As shown in Table 5.3, for Lustre, AWS performs the worst, as its
Lustre testbed is formed from t2.micro instances. Thor performs better than AWS and, as
expected, Iota’s performance is the best of the three. For Ceph, the event generation rates
are similar to that of the Thor testbed for Lustre.

Lustre Ceph
AWS Thor Iota: 1 MDS

Storage Size 20 GB 350 GB 897 TB 8 TB
Create events/sec 352 746 1389 802
Modify events/sec 534 1347 2538 653
Delete events/sec 832 2104 3442 824
Total events/sec 1366 4509 9593 2086

Table 5.3: Baseline Event Generation Rates.

In our experimental setup, AWS, Thor, and Ceph have one MDS each, and Iota has four
MDSs. However, for comparison purposes we present event generation rates in Table 5.3
using only a single MDS on all setups. As AWS, Thor, and Ceph have only one metadata
catalog, FSMonitor extracts their events from only one MDS Changelog/Journal, processes
them, and then communicates them to the aggregator for reporting to the client. On Iota,
events are generated from all four MDSs and thus need to be collected from all the MDSs
and then aggregated on the MGS before they are sent to the consumer.

Event Reporting Analysis

Lustre Ceph
AWS Thor Iota

Generated events/sec 1366 4509 9593 2086
Reported events/sec without cache 1053 3968 8162 2079
Reported events/sec with cache 1348 4487 9487 2079

Table 5.4: Baseline Event Reporting Rates.

When FSMonitor is deployed on Lustre, the resolution layer applies a caching mechanism
to cache fid2path key-value pairs. To investigate the benefits of this approach we record the
number of events captured per second with and without caching. Our results are shown in
Table 5.4. We also include the baseline event generation rate from our previous experiment
(Table 5.3).

For Lustre, when FSMonitor is used to report these events without caching the fid2path
resolutions, the AWS -based FSMonitor can collect, process, and report only 1053 events per
second. On Iota, it reports only 8162 events per second: 14.9% lower than the generation rate
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of ∼9500 events per second. When we analyze the FSMonitor event reporting pipeline, we
notice that the performance is limited primarily in the processing of events after extracting
them from the Lustre Changelog in the MDS. These results confirm that fid2path is costly
and that execution for every event reduces overall throughput. In Ceph, we do not notice
a difference in event reporting with or without cache, because FSMonitor on Ceph does not
have to go through the fid2path resolution process.

For the implementation of FSMonitor on Lustre, we use an in-memory LRU cache to store
the fid2path mappings. The size of the cache (number of fid2path mappings) is selected to be
5000 (we explore different cache sizes in Section 5.4.3). With the use of an in-memory cache,
FSMonitor is able to to report 1348 events per second on AWS, 4487 events per second on
Thor, and 9487 events per second on Iota.

The above results all use one MDS. On Iota, when we use all four available MDSs, the
overall event generation rate is 38 372 events per second. FSMonitor is able to report 37 948
events per second to the consumer with caching enabled. Note that besides processing and
filtering events, there is no additional overhead in the collection, aggregation, and reporting
of events by FSMonitor. The difference between event reporting and event generation rates
is due to the minimal processing required in FSMonitor. There is no loss of events; events
are queued and simply processed at a slower rate than they are generated. As FSMonitor

on Ceph requires much lesser processing of events than FSMonitor on Lustre, FSMonitor’s
event loss rate is much lower for Ceph than Lustre.

Resource Utilization

We evaluate the resource utilization of every component of FSMonitor.

Evaluate Performance Script is used to perform this analysis. Tables 5.5 and 5.6 show the
peak CPU and memory utilization respectively on each of our four testbeds. From the
results, it is evident that the CPU and memory costs of operating FSMonitor are low.

We show collector’s resource utilization both with and without a cache. The reduction in
CPU utilization for FSMonitor in Lustre when caching is enabled is due to the lower number
of fid2path invocations. For FSMonitor in Ceph, we see no difference in resource utilization
due to caching because the fid2path invocations are not required in Ceph.

Next, we modified Evaluate Performance Script to create and delete, but not modify, files
continuously. We noticed that the Collector service on Iota had a CPU usage of 3.3%: a
14.2% increase in CPU usage from 2.89%, when Evaluate Performance Script was tested.
This is because delete events caused the fid2path mapping in the cache to fail for most events,
resulting in fid2path calls on the parent directory. Memory usage did not change significantly.

We also changed Evaluate Performance Script to only create and modify, not delete, files.
CPU usage in this case for Iota was 2.3%: a decrease of 20.4% from 2.89% when testing Eval-
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uate Performance Script. This is because more frequent mappings in the cache were found.
Even in this scenario, memory usage did not differ significantly. The resource utilization of
the Aggregator and Consumer stays the same even when caching is enabled.

CPU%
AWS Thor Iota Ceph

Collector - No cache 9.3 7.8 6.7 1.4
Collector with cache 6.6 1.5 2.9 1.4

Aggregator 2.7 0.6 0.1 0.4
Consumer 1.5 0.2 0.1 0.1

Table 5.5: FSMonitor CPU Utilization.

Memory (MB)
AWS Thor Iota Ceph

Collector - No cache 8.2 33.7 81.6 10.5
Collector with cache 9.9 25.7 55.4 10.5

Aggregator 5.7 7.2 17.6 5.2
Consumer 0.1 0.2 2.8 0.2

Table 5.6: FSMonitor Memory Utilization.

Therefore, deploying FSMonitor on Lustre parallel file system (MDS, MGS and clients), and
Ceph object store (MDS, Monitor and clients), would result in a negligible overload on the
overall performance.

Caching

In order to calculate the optimum size for the in-memory LRU cache, we ran FSMonitor

on Iota with Evaluate Performance Script and varied the cache size before every run. The
results are shown in Table 5.7. We do not show the results from Ceph, because FSMonitor

has negligible impact of caching in Ceph object store.

Cache Size
(#fid2path)

CPU%
on collector

Memory (MB)
on collector

Events/sec reported
by each collector

200 4.8 88.7 8644
500 3.5 84.3 8997
1000 3.0 75.6 9401
2000 3.0 61.3 9453
5000 2.9 55.4 9487
7500 2.9 60.7 9481

Table 5.7: FSMonitor performance vs. cache size.

The total number of events generated per second on Iota for one MDS is 9593, see in
Table 5.3. As seen in Table 5.7, we observe improved performance using the in-memory LRU
cache with size greater than or equal to 1000. For sizes 200 and 500, memory utilization
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on collector is even worse than than in FSMonitor without cache on Iota. The lowest CPU
and memory utilization for Collector on Iota is for cache size 5000. Also, the number of
events reported per second on one MDS is best for cache size of 5000. Increasing the cache
size further to 7500 results in worse performance. Therefore, for our evaluation, we choose
a cache size of 5000.

Comparison with Robinhood

There is no scalable file system event monitoring solution for object storage systems. How-
ever, for the Lustre parallel file system, there is a widely used monitoring tool, Robin-
hood [133], explained in Section 5.2.4. We compare FSMonitor with Robinhood on Iota
with four MDSs.

We implement Robinhood [107] by having a subscriber in the client that polls the four
publishers on the MDS one at a time in a round-robin fashion. There is no role for MGS in
this implementation. In comparison, FSMonitor has an aggregator service on MGS that polls
all MDSs concurrently and pushes all events in a single queue to the clients. We evaluate
performance by comparing the number of events per second received and processed at the
client side by Robinhood vs. the number of events collected by the client via FSMonitor where
the processing takes place at the MDSs and aggregation at the MGS. Our results show that
Robinhood on Iota processes an average 7486 events per second from each MDS vs. 9847
events per second by FSMonitor. Combining all four MDSs, Robinhood processes 32 459
events per second in comparison to 37 948 events per second with FSMonitor. Therefore,
with the advent of exascale supercomputers, where multiple MDSs on large-scale storage
systems will be common, parallel monitoring is necessary.

5.4.4 Evaluating FSMonitor Using Metadata Benchmarks

We evaluate FSMonitor by running real-world metadata benchmarks MDTest and FS Mark.
For Lustre, we run the benchmarks on Thor.

Figure 5.6 shows the MDTest event generation rate and FSMonitor event reporting rate
on Lustre and Ceph, respectively. We test scalability of FSMonitor by running MDTest
from 300 files per directory to 42 100 files per directory. MDTest tests four event types:
create directory (MKDIR), remove directory (RMDIR), create file (CREATE ), and delete
file (UNLINK ). We see negligible difference in the event reporting rates, demonstrating
FSMonitor scalability.

Figure 5.7 shows results for the FS Mark metadata benchmark on Lustre and Ceph, respec-
tively. FS Mark evaluates metadata operations by creating (CREATE ), writing (MODIFY ),
closing (CLOSE ), and deleting (UNLINK ) ten million files. As seen from the graphs, there
is a negligible difference in the event reporting rate by FSMonitor, which is caused due to
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Figure 5.6: Performance of FSMonitor when running MDTest on Lustre (left) and Ceph
(right).

Figure 5.7: Performance of FSMonitor when running FS Mark on Lustre (left) and Ceph
(right).

the processing of events from the metadata catalog on the MDSs.

Thus, FSMonitor is scalable and is able to perform well on metadata stress testing.

5.4.5 Evaluating FSMonitor Using Data Benchmarks

We evaluate the impact of FSMonitor on large-scale HPC applications by running HACC-
I/O and IOR on Thor and Ceph. We run both workloads simultaneously on the clients
to see the impact of FSMonitor on concurrent running applications. We first evaluate the
event representation on Thor and Ceph, which can be seen in Table 5.8. FSMonitor is able
to provide the same event representation as inotify for both parallel file systems and object
stores. As IOR was executed in single-shared-file mode, only single instances of Create and
Delete file events were generated from IOR. HACC-I/O on the other hand was run in file-
per-process mode for 8 processes. Therefore, 8 files were created and deleted. We did not
notice any delay in the event reporting procedure by FSMonitor when the two workloads
were executing simultaneously.
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FSMonitor events
/mnt/lustre CREATE /hacc-io/FPP1-Part00000000-of-00000007.data
/mnt/lustre CREATE /hacc-io/FPP1-Part00000007-of-00000007.data

/mnt/lustre CLOSE /hacc-io/FPP1-Part00000000-of-00000007.data
/mnt/lustre CLOSE /hacc-io/FPP1-Par00000007-of-00000007.data

/mnt/lustre CREATE /ior/src/testFileSSF
/mnt/lustre CLOSE /ior/src/testFileSSF

/mnt/lustre DELETE /hacc-io/FPP1-Part00000000-of-00000007.data
/mnt/lustre DELETE /hacc-io/FPP1-Part00000007-of-00000007.data

/mnt/lustre CLOSE /hacc-io/FPP1-Part00000000-of-00000007.data
/mnt/lustre CLOSE /hacc-io/FPP1-Part00000007-of-00000007.data

/mnt/lustre DELETE /ior/src/testFileSSF
/mnt/lustre CLOSE /ior/src/testFileSSF

Table 5.8: FSMonitor events for IOR and HACC-IO on Thor and Ceph.

Next, we measure the impact of running HACC-IO with and without FSMonitor. The result
is shown in Table 5.9. The read and write performance of HACC-IO are not impacted when
FSMonitor is turned on in either the Lustre parallel file system or Ceph object store. We
see similar results for IOR, as shown in Table 5.10.

HACC-IO
without FSMonitor with FSMonitor

Lustre Ceph Lustre Ceph
Read Bandwidth (MB/s) 1069.9 2157.8 1002.5 2085.5
Write Bandwidth (MB/s) 128.0 1005.2 138.9 1033.2

Table 5.9: Impact of running FSMonitor with HACC-IO.

IOR
without FSMonitor with FSMonitor

Lustre Ceph Lustre Ceph
Read Bandwidth (MB/s) 853.4 2686.4 871.1 2690.0
Write Bandwidth (MB/s) 239.4 575.3 272.4 616.2

Table 5.10: Impact of running FSMonitor with IOR.

5.5 An Illustrative Application Use Case

FSMonitor enables the development of various event-driven applications. As an illustrative
example, we describe a file system indexer that uses FSMonitor to reduce re-indexing time.
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Figure 5.8: Overall design of file system indexer using FSMonitor.

As storage systems evolve to manage hundreds of petabytes and even exabytes of data, the
cost of indexing the data is becoming increasingly prohibitive. Improved techniques are
required to index file system data as hundreds of users concurrently create, modify, move,
and delete data. Event-based indexing is necessary to enable flexible management of these
extreme-scale stores.

Figure 5.8 shows the design of a file system indexer that uses FSMonitor to improve perfor-
mance. The indexer and crawler are responsible for crawling the entire file system, collecting
inode details from the metadata servers and indexing the file system metadata. This pro-
cess takes hours for a petabyte scale file system. Therefore, there is a need for an effective
re-indexer to update the indexed data. FSMonitor interacts with the metadata catalog to
create a suspect file listing all directories on which file systems events occurred from a par-
ticular client. The re-indexer collects the list of these suspect directories periodically from
the suspect file and indexes only these directories. We thus save the cost of crawling the
entire file system to track changes.

#Files #Directories Avg #Files per Dir Total Size (GB)
400 254 (400k) 43 189 9.3 4.4

1 200 762 (1.2M) 129 565 9.3 13.3
5 736 974 (5.7M) 619 029 9.3 63.4
8 530 405 (8.5M) 815 753 10.5 95.1
22 013 970 (22M) 2 375 341 9.3 243.2

Table 5.11: File system workload to evaluate re-indexer.

We implement the re-indexer using FSMonitor atop Brindexer [159], the indexer developed
by Cray for the Clusterstor [6] storage platform for exascale systems. The evaluation is done
on the Thor Lustre file system testbed described in Section 5.4.1. We use the file system load
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shown in Table 5.11, with the number of files ranging from 400 000 (4.4 GB) to 22 million
(243.2 GB).

Table 5.12 shows the time taken by the indexer and re-indexer to index the file system. We
run a script to modify a subset of files in random directories and then run the re-indexer to
index the file system. As seen from the table, re-indexer, built atop FSMonitor is able to
improve the re-indexing time by 93% for 22 million files, without having to crawl through
the entire file system to track changes.

#Files
Time taken by
indexer (sec)

Re-indexing time without
using FSMonitor (sec)

Re-indexing time
using FSMonitor (sec)

400k 155.2 18.0 8.5
1.2M 418.6 46.4 36.4
5.7M 1956.5 255.5 55.5
8.5M 3405.6 322.0 62.0
22M 9020.6 1075.2 75.5

Table 5.12: Time taken by indexer and re-indexer.

5.6 Chapter Summary

We have presented FSMonitor, a generic and scalable file system monitor for capturing and
reporting events on heterogeneous large-scale storage systems. FSMonitor uses a three-layer
approach to file system event monitoring. The lowest layer, DSI, interacts with a file system
to detect events and sends them to the middle layer, Resolution. Here events are resolved
to their absolute path names and aggregated to be sent to the upper layer, Interface. The
Interface layer stores aggregated events which can be accessed by clients via the FSMonitor

API.

FSMonitor implements a standard event definition process for any file system, and works
seamlessly for both parallel file systems and object stores. We evaluated FSMonitor on three
Lustre file system testbeds and a 8 TB Ceph store. We found that on a 897 TB Lustre
system, FSMonitor reported almost 38 000 events per second with low resource utilization.
On the 8 TB Ceph system, FSMonitor reported more than 2000 events per second. Com-
pared to iterative monitoring methods used by the popular Robinhood system, FSMonitor
achieves a 14.5% improved event reporting rate for multiple Lustre MDSs. FSMonitor also
performs well for metadata benchmarks. We also did not notice any performance degradation
in data benchmarks when using FSMonitor. Finally, we demonstrated order-of-magnitude
improvements in large-scale file system re-indexing times when using FSMonitor.
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Efficient Metadata Indexing for HPC
Storage Systems

6.1 Introduction

From life sciences and financial services to manufacturing and telecommunications, organi-
zations are finding that they need not just more storage, but high-performance storage to
meet the demands of their data-intensive workloads. This has resulted in a massive amount
of data generation (order of petabytes), creation of billions of files, and thousands of users
acting on HPC storage systems. According to a recent report from National Energy Research
Scientific Computing Center (NERSC) [14], over the past 10 years, the total volume of data
stored at NERSC has grown at an annual rate of 30 percent. This ever-increasing rate of
data generation combined with the scale of HPC storage systems make efficiently organizing,
finding, and managing files extremely difficult.

HPC users and system administrators need to query the properties of stored files to effi-
ciently manage the storage system. This data management issue can be addressed by an
efficient search of the file metadata in a storage system [111]. Metadata search is particularly
helpful because it not only helps users locate files but also provides database-like analytic
queries over important attributes. Metadata search involves indexing file metadata such as
inode fields (for example, size, owner, and timestamps) and extended attributes (for exam-
ple, document title, retention policy, and provenance), represented as <attribute, value>
pairs [109]. Therefore, metadata search can help answer questions like “Which application’s
files consume the most space in the file system?” or “Which files can be moved to second tier
storage?”.

Metadata indexing on large scale HPC storage systems presents a number of challenges.
First, scaling metadata indexing technology from local file systems to HPC storage systems
is very difficult. In local file systems, the metadata index has to index only a million files,

79
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and thus can be kept in-memory. However, in HPC systems, the index is too large to reside
in-memory. Second, the metadata indexing tool should be able to gather the metadata quickly.
The typical speed for file system crawlers is in the range of 600 to 1,500 files/sec [42]. This
translates to 18 to 36 hours of crawling for a 100 million file data set. A large scale HPC
storage system can often contain a billion files, which implies crawl time in the order of
weeks [42]. Third, the resource requirements should be low. Existing HPC storage system
metadata indexing tools such as LazyBase [62] and Grand Unified File-Index (GUFI) [9]
require dedicated CPU, memory, and disk hardware, making them expensive and difficult
to integrate into the storage system. Fourth, metadata changes must be quickly re-indexed
to prevent a search from returning inaccurate results. It is difficult to keep the metadata
index consistent because collecting metadata changes is often slow [181] and therefore, search
applications are often inefficient to update.

Current state-of-the-art metadata indexing techniques on HPC storage systems include Spy-
glass [111], SmartStore [90], Security Aware Partitioning [146], and GIGA+ [149]. All of
these techniques use a spatial tree, such as k-d tree [210], or R-tree [82] to index metadata.
However, both these trees have poor performance in handling high dimensional data sets [40],
they handle missing values inefficiently, and do not perform well for data which have multiple
values for one field [184]. These drawbacks reduce their ability to index metadata efficiently.
Other metadata indexing techniques, like, GUFI [9], Robinhood Policy Engine [107], and
BorgFS [3], use a popular approach for metadata indexing where an external database is
maintained for indexing outside the HPC storage system. This approach involves a major
issue of maintaining consistency because the metadata is managed outside the file system
which is being indexed.

To address these issues in HPC storage system metadata indexing, we present an efficient
and scalable metadata indexing and search system, Brindexer. Brindexer enables a
fast and scalable indexing technique by using a leveled partitioning approach to the file
system. Leveled partitioning is different and more effective than the hierarchical partitioning
approach used in state-of-the-art indexing techniques discussed above. Brindexer uses an
in-tree indexing design and thus mitigates the issue of maintaining metadata consistency
outside the file system. Brindexer also uses RDBMS to store the index which makes
querying easier and more effective. To overcome the drawback of slow re-indexing process,
Brindexer uses a changelog-based approach to keep track of metadata changes in the file
system.

We present Brindexer and the scalable metadata changelog monitor that helps track the
metadata changes in HPC storage system. The HPC storage system that we choose for our
implementation is Lustre. According to the latest Top 500 list [16], Lustre powers ∼ 60%
of the top 100 supercomputers in the world. While the implementation and evaluation for
Brindexer is shown in the chapter as applied to Lustre storage system, its design makes
it applicable to other HPC storage systems, such as IBM’s Spectrum Scale, GlusterFS and
BeeGFS. We compare indexing and querying performance of Brindexer with the state-
of-the-art GUFI indexing tool and show that the indexing performance of Brindexer is
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Figure 6.1: Comparison between hierarchical partitioning (left) and leveled partitioning
(right) approaches using the same file structure.

better by 69%, querying performance is better by 91%. Resource utilization by Brindexer
is lower than than of GUFI by 46% during indexing and 58% during querying 22 million files
on a 4.8 TB Lustre store.

6.2 Background & Motivation

In this section, we describe the different partitioning approaches for indexing a file system,
the metadata attributes motivated by some examples of file system search queries, the ar-
chitecture of HPC storage system with an emphasis on Lustre file system, and finally we
explain the different approaches to collecting metadata changes along with a motivation for
Brindexer to use changelog-based approach.

6.2.1 Partitioning Techniques

To exploit metadata locality and improve scalability, HPC storage system’s indexing tools
partition the file system namespace into a collection of separate, smaller indexes. There are
two main approaches to partitioning.

Hierarchical Partitioning

This is one of the most common approaches used in state-of-the-art metadata indexing
tools. Hierarchical partitioning is based on the storage system’s namespace and encapsulates
separate parts of the namespace into separate partitions, thus allowing more flexible, finer
grained control of the index. An example of hierarchical partitioning is shown in Figure 6.1.
As seen in the figure, the namespace is broken into partitions that represent disjoint sub-
trees. However, hierarchical partitioning faces an important challenge when the disjoint
sub-trees are skewed, that is, some trees have more files than others.
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Leveled Partitioning

This approach creates index nodes at a particular level in the storage system tree. An
example of leveled partitioning is shown in Figure 6.1. In the figure, leveled partitioning is
done at level 2. Therefore, the file system namespace is divided into disjoint sub-trees from
level 2, with index nodes at the root of each sub-tree. This mitigates the issue of hierarchical
partitioning where some trees may be skewed which affects indexing performance. In the
leveled approach, all directories up to the next index level are indexed at the root of the
current level. Another major issue of hierarchical partitioning is that a file system crawler
should be used before indexing to partition the file system namespace into uniformly-sized
disjoint sub-trees. This requires extra resource consumption which can be overcome by
leveled partitioning where no such crawler is needed before indexing. Brindexer uses the
leveled partitioning approach to partition the file system namespace into smaller indexes.

6.2.2 Metadata Attributes

File metadata can be of two types.

• Inode Fields: They are generated by the storage system itself for every file, and are
shown in Table 6.1.

• Extended Attributes: These are typically generated by the users and applications.
These may include mime type attribute, which defines the file extensions, and permis-
sion attribute specifying the read, write and execute permissions set by the application.

All attributes are typically represented in <attribute, value> pairs that describe the prop-
erties of a file. For each POSIX file there will be at least 10 attributes, and for a large scale
HPC storage system with a billion files, there will be a minimum of 1010 attribute pairs.
The ability to search this massive dataset of metadata attributes pairs effectively gives rise
to metadata indexing.

Attribute Description Attribute Description
ino inode number size file size

mode file or directory blocks blocks allocated
nlink number of hard links atime access time
uid owner of file mtime modification time
gid group owner of file ctime status change time

Table 6.1: Metadata Attributes.

Some common metadata attributes used are shown in Table 6.1. The attribute mode is used
with the proper mask macros (S IFREG and S IFDIR) to determine if a file is a regular
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Storage System Administrator Question Metadata Search Query
Which files should be migrated to secondary storage? size >100 GB, atime >1 year

Which files have expired their legal compliances? mode = file, mtime >10 years
How much storage do each user consume? Sum size where mode = file, group by uid

Table 6.2: Some sample file management questions and the metadata search queries used.

file or a directory. atime attribute is affected when a file is handled by execve, mknod, pipe,
utime, and read (of more than zero bytes) system calls. mtime is affected by the truncate
and write calls. ctime is changed by writing or by setting inode information.

Some sample file management questions and the queries used to search the metadata at-
tributes are shown in Table 6.2. These show the importance of fast and scalable metadata
indexing and querying that can help HPC storage system administrators.

6.2.3 HPC Storage System

HPC storage systems are designed to distribute file data across multiple servers so that
multiple clients can access file system data in parallel. Typically, they consist of clients that
read or write data to the file system, data servers where data is stored, metadata servers
that manage the metadata and placement of data on the data servers, and networks to
connect these components. Data may be distributed (divided into stripes) across multiple
data servers to enable parallel reads and writes. This level of parallelism is transparent to
the clients, for whom it seems as though they are accessing a local file system. Therefore,
important functions of a distributed file system include avoiding potential conflicts among
multiple clients and ensuring data integrity and system redundancy. The most common HPC
file systems include Lustre, GlusterFS, BeeGFS, and IBM Spectrum Scale. In this chapter,
we have built Brindexer on the Lustre file system.

Lustre File System

The architecture of the Lustre file system is discussed in Chapter 3 [153, 196]. Lustre has a
client-server network architecture and is designed for high performance and scalability. The
Management Server (MGS) is responsible for storing the configuration information for the
entire Lustre file system. This persistent information is stored on the Management Target
(MGT). The Metadata Server (MDS) manages all the namespace operations for the file
system. The namespace metadata, such as directories, file names, file layout, and access
permissions are stored in a Metadata Target (MDT). Every Lustre file system must have
a minimum of one MDT. Object Storage Servers (OSSes) provide the storage for the file
contents in a Lustre file system. Each file is stored on one or more Object Storage Target
(OST)s mounted on the OSS. Applications access the file system data via Lustre clients
which interact with OSSes directly for parallel file accesses. The internal high-speed data
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networking protocol for the Lustre file system is abstracted and is managed by the Lustre
Network (LNet) layer.

6.2.4 Collecting Metadata Changes

After metadata indexing is done, regular re-indexing needs to be performed so that meta-
data search queries do not return out-of-date results. Re-indexing of the metadata can be
performed by running the indexing tool at regular intervals to index the entire file system
afresh. This is an approach that most state-of-the-art indexing techniques (GUFI [9], and
BorgFS [3]) use which maintain the index in an external database outside the file system.
However this is a very expensive approach for large filesystems. Another approach is to keep
track of metadata changes and re-index based on the changes. There are two ways to collect
metadata changes: Snapshot-based approach and Changelog-based approach.

• Snapshot-Based Approach: In this approach periodic snapshots are taken of the file
system metadata. Snapshots are created by making a copy-on-write (CoW) clone of
the inode file. Given two snapshots at time instant Tn and Tn+1, this approach will
calculate the difference between these two snapshots and identify the files that have
changed during the time interval between the two snapshots. The metadata index
crawler can only crawl over the changed files to re-index them. This is much faster
than periodic walks of the entire file system. However, this approach depends on a
filesystem design incorporating CoW metadata updates.

• Changelog-Based Approach: This approach logs the metadata changes as the changes
occur on the file system. This is done by recording the modifying events that occur
on the file system. Every HPC storage system maintains an event changelog (used for
auditing purposes), example mmaudit in IBM Spectrum Scale, and Lustre Changelog
in Lustre file system. Thus, building a scalable monitor that monitors the changelog
could be a very efficient solution for collecting metadata changes. Only the files on
which any modification event occurs need re-indexing. In Brindexer, we use the
changelog-based approach for collecting metadata changes.

Next, we explain the Lustre changelog which is used to keep track of file system events on
Lustre file system.

Lustre Changelog

Table 6.3 shows sample records in Lustre’s Changelog. We ran a simple script to see the
events recorded in the Changelog. The script first creates a file, hello.txt, then the file is
modified. The file is then renamed to hi.txt. A directory named okdir is then created.
Finally, we delete the file.
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ID Type Time Date Flags Target FID Parent FID Target
11 01CREAT 21:18:47.30 2020.06.20 0x0 t=[0x5716:0x626c:0x0] p=[0x5716:0xe7:0x0] hello.txt
12 17MTIME 21:18:47.32 2020.06.20 0x7 t=[0x5716:0x626c:0x0] hello.txt
13 08RENME 21:18:47.41 2020.06.20 0x1 t=[0x5716:0x17a:0x0] p=[0x5716:0xe7:0x0] hello.txt

s=[0x5716:0x626b:0x0]
sp=[0x5716:0x626c:0x0] hi.txt

14 02MKDIR 21:18:47.42 2020.06.20 0x0 t=[0x5716:0x626d:0x0] p=[0x5716:0xe7:0x0] okdir
15 06UNLNK 21:18:47.43 2020.06.20 0x0 t=[0x5716:0x626b:0x0] p=[0x5716:0xe7:0x0] hi.txt

Table 6.3: A sample Lustre ChangeLog record showing Create File, Modify, Rename, Create
Directory, and Delete File events.

Each tuple in Table 6.3 represents a file system event. Every row in the Changelog has an
EventID – the record number of the Changelog; Type – the type of file system event that
occurred; Timestamp, Datestamp – the date time of the event occurrence; Flags – masking
for the event; Target FID – file identifier of the target file/directory on which the event
occurred; Parent FID – file identifier of the parent directory of the target file/directory; and
the Target Name – the file/directory name which triggered the event. It is evident that
the Parent and Target FIDs need to be resolved to their original names before they can be
processed by Brindexer. The following events are recorded in the Changelog:

• CREAT: Creation of a regular file.

• MKDIR: Creation of a directory.

• HLINK: Hard link.

• SLINK: Soft link.

• MKNOD: Creation of a device file.

• MTIME: Modification of a regular file.

• UNLNK: Deletion of a regular file.

• RMDIR: Deletion of a directory.

• RENME: Rename a file or directory.

• IOCTL: Input-output control on a file or directory.

• TRUNC: Truncate a regular file.

• SATTR: Attribute change.

• XATTR: Extended attribute change.
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Note in Table 6.3 that Target FIDs are enclosed within t = [], and parent FIDs within
p = []. MTIME event does not have a parent FID. RENME event has additional FIDs,
s = [] denoting a new file identifier to which the file has been renamed, and sp = [] gives
the file identifier for the original file. These features are important when resolving FIDs.

Motivation for using Lustre Changelog

We analyze a 24-hour Lustre Changelog obtained from a production system’s petascale
Lustre file system in Los Alamos National Laboratory (LANL).

Some observations from the analysis are:

• There are more than 34 million file system events which occur per day in a large-scale
production-level HPC storage system.

• The number of unique files that get affected in 24 hours is ∼ 10.5 million.

• The number of unique directories on which metadata events occur is ∼ 110,000.

• The number of events for each individual event is shown in Table 6.4.

Event Type # Events Event Type # Events
CREAT 1,322,010 MKDIR 67,791
HLINK 8,841 SLINK 94,711
MTIME 10,098,485 UNLNK 750,480
RMDIR 59,841 RENME 97,227
SATTR 3,432,589 XATTR 164

Table 6.4: Number of file system events for each metadata event in a 24-hour Lustre
Changelog.

The analysis shows that performing a snapshot-based approach for keeping track of metadata
changes in the file system may be very expensive for large, active filesystems. Also, to
determine the directories for the affected 10.5 million files is time-consuming. The Lustre
changelog, however, already reports the parent directories, which are also the directories
which need to be re-indexed. This will improve the performance of Brindexer immensely
because it does not need to keep track of all the 10.5 million files for re-indexing, but only
the 110,000 unique directories. The challenge is to design an efficient and scalable changelog
processing engine to get the parent FIDs (directories) of more than 10 million MTIME and
more than 3 million SATTR files which are not already recorded in the changelogs. This is
discussed in Section 6.3.2.
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Figure 6.2: Overall architecture of Brindexer.

6.3 System Design

This section describes the design and implementation details of Brindexer. The overall
architecture of Brindexer is shown in Figure 6.2. Brindexer runs on the file system
clients. It consists of the indexer, crawler and the metadata query interface. The indexer
and crawler are responsible for crawling the entire file system, collecting the inode details
from the metadata servers and indexing the file system metadata. As Brindexer runs on
the same file system which it indexes, the integrated metadata index database is created on
the storage servers of the file system. The re-indexer is part of the indexer in Brindexer
and interacts with the file system changelog to keep track of the metadata changes. Users
and applications interact with the the metadata query interface provided by Brindexer to
query the metadata index database. Next, we describe each component of Brindexer in
more details.

6.3.1 Indexer

The overview of the indexing process of Brindexer is shown in Algorithm 6. Brindexer
uses a leveled partitioning technique to partition the file system namespace. This is described
earlier in Section 6.2. Brindexer performs the leveled partitioning approach in parallel,
where the indexing task can be distributed on multiple client indexers for fast and scalable
indexing. Each client node can be assigned a set of sub-trees and independently manages
the file system indices under those sub-trees. This is shown in Figure 6.3 and this paralleled
approach improves the performance of Brindexer. Crawler is responsible for doing the
directory walk of the file system namespace.
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Figure 6.3: Parallelism in leveled partitioning (left) and 2-level database sharding (right) of
Brindexer.

Algorithm 6: Indexing function in Brindexer.

Function Indexing
Input: Indexing Level: indexLevel
Output: Metadata Index Database: indexdb
for Directory dir in directoryWalk do

if dir in Level indexLevel then
Setup database in Index Directory
processIndexDir(dir)

processRootDir(level)
return (indexdb)

Function processIndexDir
Input: Index Directory: dir
for Directory subdir in recursive read of ll readdir(dir) do

hash = Calculate hash of subdir
for File file in stat(subdir) do

new lstat(file)
Place inode information of file in the database shard with the hash value as hash

Function processRootDir
Input: Indexing Level: indexLevel
Setup database in Root Directory
for Directory dir in directoryWalk do

if dir < Level indexLevel then
for Directory subdir in recursive read of ll readdir(dir) do

hash = Calculate hash of subdir
for File file in stat(subdir) do

new lstat(file)
Place inode information of file in the database shard with the hash value as hash

The input to Indexer is the indexing level where all the directories at that level need to be
indexed. The root directory is responsible to index all directories above the indexing level.
For each indexed directory, a recursive readdir() is performed to find all sub-directories. For
every sub-directory, a stat() call is made to get the files in that directory, and to get the
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inode information for every file, new lstat call is performed on the file.

Each individual index directory is set to a 2-level database sharding approach to keep the
database shards to a reasonable size. This is done to maximize the database performance
by querying an optimum number of files per database. This is shown in Figure 6.3. The
number of databases per index node is limited to 64 (0x40). This number is based on
experiments to measure the time to index and query Brindexer for 1 billion files. 64
gives the optimum performance by having the optimal resource utilization. Within each
database in the index node, there are database shards. Each database shard holds metadata
information of one or more sub-directories of the index directory. To find the placement of
the metadata information for a file, first MD5 hashing is done on the parent directory of
the file to get the database shard. Next, MD5 hash is done on the index directory to find
the database within which the database shard is placed. This 2-level sharding is done by
Brindexer to maximize the query performance.

6.3.2 Re-Indexer

The architecture of re-indexer is shown in Figure 6.4.

Figure 6.4: Design of Re-Indexer in Brindexer.

Brindexer’s re-indexer is a multi-threaded set of processes running on filesystem clients.
One thread is responsible for processing the file system changelogs gathered from the meta-
data servers, which are processed in parallel on the clients. A fast and efficient caching
mechanism is used to store the mappings of FIDs to paths to improve performance of pro-
cessing of the changelogs. Another thread maintains a suspect file which has a collection of
all suspect directories (directories which have been modified and need to be re-indexed) for
a particular time period. This suspect file is given as an input to the indexer which then
does a stat() for only the suspect directories.
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Processing Changelogs

The re-indexer collects events from changelog in batches. Every event that is collected
needs to be processed to collect the directory name in order to be placed in the suspect
file. In particular, FIDs are not necessarily interpretable by Brindexer, and thus must be
processed and resolved to absolute path names. In Lustre file system, to process the FIDs,
Lustre fid2path tool is provided which resolves FIDs to absolute path names. However, the
fid2path tool is slow and can delay the reporting of events. For example, in Section 6.4.6 we
show that this delay can cause a decrease of 31.7% in the event reporting rate compared to
the events generated in the file system. To minimize this overhead, re-indexer implements a
Least Recently Used (LRU) Cache to store mappings of FIDs to source paths.

Algorithm 7: Processing Changelog events in Lustre file system.
Input: Lustre path lpath, Cache cache, MDT ID mdt
Output: SuspectF ile
while true do

events = read events from mdt Changelog
for event e in events do

resolvedPath = processEvent(e)
SuspectF ile.add(resolvedPath)

Clear Changelog in mdt
return (SuspectF ile)

Function processEvent
Input: Event e
Output: resolvedPath
Extract event type, time, date from e
try:

path = cache.get(parentFID)
if parentFID not found in cache then

path = fid2path(parentFID)
cache.set(parentFID, path)

catch fid2pathError:
path = cache.get(targetFID)
if targetFID not found in cache then

path = fid2path(targetFID)
Remove file name from path
cache.set(targetFID, path)

return (path)

Algorithm 7 shows the processing steps for re-indexer. Changelog events are processed
in batches. A LRU cache is used to resolve parent FIDs (directories) to absolute paths.
Whenever an entry is not found in the cache, we invoke the fid2path tool to resolve the FID
and then store the mapping (FID – path) into the LRU cache. MTIME and SATTR events
do not have a parent FID and thus they are processed in the catch block, where the target
FIDs are processed. The file name from the absolute path is removed to get the directory
name and then the path is added to the cache, so that fid2path tool is not called on the file
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again. It should be noted that the cache only needs to track modified parent directories,
so only 110,000 entries are present in a 24-hour suspect file rather than 10.5 million files.
All of the resolved directory paths are added to the suspect file (not adding duplicates).
After processing a batch of file system events from the Changelog, re-indexer will purge
the Changelogs. A pointer is maintained to the most recently processed event tuple and all
previous events are cleared from the Changelog. This helps reduce the overburdening of the
Changelog with stale events.

Indexer periodically reads the suspect file and re-indexes the file system based on the suspect
directories. Once indexer acts on a suspect file, a timestamp is given to the re-indexer and
a new suspect file is written to add suspect directories from that time stamp.

6.3.3 Metadata Query Interface

Metadata query interface in Brindexer interacts with the metadata index database which
is stored on the storage servers in the file system. The metadata index database uses RDBMS
to store the index information of large-scale HPC storage systems. There are few reasons
for selecting RDBMS for our implementation. First, we are not concerned with scalability
of the database because our design of indexer and re-indexer takes care of it. We use
parallel leveled partition approach for speed and 2-level database sharding in the index level
directory for scalability and optimal query performance. RDBMS therefore serves its purpose
of providing a nice API for the users to query the database. Second, RDBMS is very efficient
in handling bulk writes and appends which is needed during the re-indexing process. Also,
doing bulk reads on RDBMS is efficient. Third, the limitation of RDBMS is when it has
to handle continuous stream of inputs. In Brindexer, the metadata index database only
has periodic input stream and RDBMS works efficiently in this case. Fourth, RDBMS also
lowers performance when it has to handle contended writes as it has to deal with multiple
locking issues. The 2-level sharding and the namespace partition to handle disjoint sub-trees
in Brindexer does not involve metadata index database to handle contended writes.

6.4 Evaluation

We evaluate the performance of Brindexer by analyzing each component in detail. In
this section, we describe the the experimental setup for the evaluation, workloads that were
used for analyzing the performance, and evaluate indexer, re-indexer, and metadata query
interface.
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6.4.1 Experimental Setup

To evaluate Brindexer, we use a Lustre file system cluster of 9 nodes with 4 MDSs, 3
OSSs and 2 clients. All nodes run CentOS 7 atop a machine with an AMD 64-core 2.7 GHz
processor, 128 GB of RAM, and a 2.5 TB SSD. All nodes are interconnected with 10 Gbps
bandwidth ethernet. Each MDS has a 128GB MDT associated with it. Furthermore, each
OSS has 3 OSTs, with each OSS supporting 1.6 TB attached storage on OSTs. Therefore,
our analysis is done on a 4.8 TB Lustre store.

6.4.2 Workloads

We use 2 kinds of workloads to test the performance of Brindexer as shown in Tables 6.5
and 6.6.

#Files #Directories Avg #Files per Dir Total Size (MB)
400,000 (400k) 1,000 400 1.08

1,200,000 (1.2M) 1,000 1200 43.05
5,700,000 (5.7M) 5,700 1000 90.07
8,500,000 (8.5M) 8,500 1000 140.78
22,000,000 (22M) 222,000 1000 373.9

Table 6.5: Workload 1: Flat directory structure: Smaller number of directories with higher
average number of files per directory.

#Files #Directories Avg #Files per Dir Total Size (GB)
400,254 (400k) 43,189 9.26 4.4

1,200,762 (1.2M) 129,565 9.27 13.3
5,736,974 (5.7M) 619,029 9.27 63.4
8,530,405 (8.5M) 815,753 10.46 95.1
22,013,970 (22M) 2,375,341 9.27 243.2

Table 6.6: Workload 2: Hierarchical directory structure: Large number of directories with
lower average number of files per directory.

Both workloads have 5 different numbers of files (400k, 1.2M, 5.7M, 8.5M, and 22M). How-
ever, the workloads differ in the number of directories. Workload 1 has a flat directory
structure with just one level consisting of lower number of directories with higher number of
files per directory. Workload 2 has a hierarchical structure (with maximum directory depth
of 17) consisting of higher number of directories with lower number of file per directory.
Therefore, workload 1 represents ideal case while workload 2 takes care of the real-world use
case.

We compare Brindexer with state-of-the-art indexing tool GUFI [9] for indexing. For
workloads 1 and 2, Brindexer sets an indexing level of 1 and 3 respectively. This is
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Figure 6.5: Comparison of system call stack for indexing 1.2M files in hierarchical directory
structure by Brindexer (left) and GUFI (right).

because, workload 1 has only one level, and for workload 2, it turns out that number of
directories at level 3 equals the average number of directories per level.

To evaluate querying performance of Brindexer, besides GUFI, we also compare Brindexer
with Lustre’s default lfs find tool [11] and Robinhood policy engine [107].

For evaluation of re-indexer, we evaluate the performance of Lustre changelog processing
and compare it with Robinhood [107], as these are the only tools which use changelog-based
approach to keep track of metadata changes.

All experiments are run five times and the evaluation shows the average of these runs. All
caches are cleared between runs.

Next we give a brief description of GUFI and Robinhood.

GUFI stands for Grand Unified File Index. It uses breadth first traversal to traverse the
entire file system tree in a parallel manner. GUFI uses one index database per directory to
have the same security permission as that of the directory. This entire database tree is done
outside the file system. Although GUFI is meant for indexing into an external database, we
modify GUFI to run in-tree and perform metadata indexing inside Lustre file system itself.
This provides a much fairer comparison with Brindexer. Brindexer is not concerned
with directory permissions because it is meant for system administrators.

Robinhood collects information from the filesystem it monitors and inserts this information
into an external database. It makes use of the Lustre changelog to monitor and keep track
of file system events. For multiple MDSs, Robinhood uses a round-robin approach to keep
track of changelogs.

6.4.3 Comparison of System Calls

Both Brindexer and Gufi were used to index 1.2 million files in hierarchical directory
structure and the system calls were traced in a CPU flame graph [7]. This is shown in
Figure 6.5. In a flame graph, each box represents a function in the stack. On the y-axis,
the depth of the stack is shown and x-axis spans the sample population. The width of each
box shows the amount of time a system call spends on CPU. The major observation from
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the flame graphs is that sys newlstat() which is used for getting a file’s inode information is
represented as one block in Brindexer and multiple individual stack calls in GUFI. Also,
cumulative width of the boxes for sys newlstat() in GUFI exceeds the width in Brindexer,
which means that GUFI spends more time in CPU for retrieving file information. This shows
that Brindexer is more effective in using the system call to retrieve file information than
GUFI.

6.4.4 Evaluation of Indexer

Time Taken to Index

The time taken to index both workloads by Brindexer and GUFI is shown in Figure 6.6.
As seen in the figure, GUFI performs better than Brindexer for workload 1 where there
is a flat directory structure. This is because the design of GUFI enables optimization for
a directory level of just 1 where each directory has a large number of files. However, for
the real world case in workload 2, Brindexer outperforms GUFI. As the number of files
increase, the time to index in GUFI increases exponentially, with the maximum difference
between Brindexer and GUFI of 69% in the time taken to index seen for 22M files.

Figure 6.6: Time taken to index by Brindexer and GUFI.

Resource Utilization

Figures 6.7 and 6.8 show the resource utilization of Brindexer and GUFI when indexing
the file system for both workloads. The legend used in Figure 6.7 is consistent for all the
graphs. We only show the resource utilization of Lustre client and MDS. The behavior shown
is similar on the OSSs. The CPU utilization of Brindexer during indexing is lesser than
GUFI by 46.6% on clients and 86.04% on the MDSs. It can be further seen that GUFI is much
more CPU intensive than Brindexer on MDS. This is because of the multiple individual
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Figure 6.7: CPU utilization by Brindexer and GUFI during indexing on Client (left) and
MDS (right).

Figure 6.8: Memory utilization by Brindexer and GUFI during indexing on Client (left)
and MDS (right).

stat calls that GUFI makes to the MDS as seen in Figure 6.5. Even for workload 1, where
GUFI takes less time to index than Brindexer, the CPU utilization is much more than
Brindexer. Similar behavior as CPU is shown on other resources like network and disk.
However, in case of memory, both Brindexer and GUFI have a similar memory utilization
on clients and MDS as seen in Figure 6.8.

6.4.5 Evaluation of Metadata Query Interface

To evaluate the metadata query interface of Brindexer, we run a query to find all files
whose size is greater than 10 MB. We compare the query performance of Brindexer with
GUFI, Lustre’s lfs find tool, and Robinhood policy engine.
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Time Taken to Query

Figure 6.9: Time taken to query by Brindexer, GUFI, lfs find, and Robinhood.

Figure 6.9 shows the time taken to run the query and get the results back from the index
database from Brindexer, GUFI, lfs find, and Robinhood. GUFI performs worse than
Brindexer for both the workloads. This is because Brindexer makes use of parallel
search on all the index nodes. The 2-level database sharding in Brindexer helps optimize
queries further. We compare Brindexer with lfs find and Robinhood using queries on only
workload 2. lfs find traverses the entire file system to get the results without using indexing
and performs the worst. The difference in query performance between Brindexer and
Lustre’s default lfs find tool is proportional to the number of index nodes at the indexing
level. The query performance of Brindexer and Robinhood is similar, though Robinhood
uses an external database to index the file system. Therefore, Brindexer reaches an ideal
query performance in the file system itself and improves upon state-of-the-art GUFI by 91%.

Resource Utilization

Figures 6.10 and 6.11 show the resource utilization of Brindexer and GUFI when querying
the file system for both workloads. The legend used in Figure 6.10 is consistent for all the
graphs. The resource utilization during querying is shown on OSSs instead of MDS because
metadata index database resides in the OSSs of the file system. It is seen that GUFI’s
query task is much more CPU intensive than that of Brindexer. The memory utilization
is similar for both. Therefore, Brindexer helps reduce CPU utilization during queries by
91.8% on clients and 57.8% on OSSs compared to GUFI.
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Figure 6.10: CPU utilization by Brindexer and GUFI during querying on Client (left) and
MDS (right).

Figure 6.11: Memory utilization by Brindexer and GUFI during indexing on Client (left)
and MDS (right).

6.4.6 Evaluation of Re-Indexer

The analysis of 24-hour Lustre changelog that was described in Section 6.2.4 shows that on
a large scale production level Lustre store, more than 34 million events occur per day which
corresponds to ∼400 events per second. We write a script that operates on the 22 million
file dataset in workload 2 and generates 766 random events (create, modify and remove) per
second per MDS. We then evaluate the performance of re-indexer in reporting these events.

Event Reporting Analysis

The event reporting rates (rate at which the suspect file is created) of Brindexer and
Robinhood are shown in Table 6.7. Lustre’s fid2path tool is resource intensive and slow.
Therefore, there is a 28.7% improvement in event reporting rate when LRU cache is used
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in Brindexer’s re-indexer to save parent FID and path mappings. Brindexer performs
better than Robinhood when it come to event reporting comparison because of Robinhood’s
round-robin approach to processing changelogs from the MDSs. Brindexer uses a parallel
and scalable approach which improves the event reporting rate.

#Events per second
Events generated 766

Events reported by Brindexer without cache 523
Events reported by Brindexer with cache 734

Events reported by Robinhood 710

Table 6.7: Event Reporting Rates by Brindexer and Robinhood.

Resource Utilization

Table 6.8 shows the effect of varying LRU cache size in re-indexer. The best event reporting
rate with an optimal resource utilization is achieved when cache size is set to 5000. There-
fore, re-indexer does not utilize a lot of cpu (2.94%) and memory (62.4 MB) and can run
continuously to keep track of the metadata events in real-time.

Cache Size
(#fid2path)

CPU%
on client

Memory (MB)
on client

Events/sec reported
by Brindexer

200 4.8 88.7 578
500 3.5 84.3 624
1000 2.98 75.6 659
2000 2.95 61.3 698
5000 2.94 62.4 734
7500 2.92 60.7 720

Table 6.8: Brindexer performance and resource utilization vs. cache size.

6.5 Chapter Summary

In this chapter, we have presented Brindexer, a metadata indexing tool for large-scale
HPC storage systems. Brindexer has an in-tree design where it uses a parallel leveled
partitioning approach to partition the file system namespace into disjoint sub-trees which
can be indexed in parallel. Brindexer maintains an internal metadata index database which
uses a 2-level database sharding technique to increase indexing and querying performance.
Brindexer also uses a changelog-based approach to keep track of the metadata changes and
re-index the file system. Brindexer is evaluated on a 4.8 TB Lustre storage system and
is compared with state-of-the-art GUFI and Robinhood engines. Brindexer improves the
indexing performance by 69% and the querying performance by 91% with optimal resource
utilization.
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In future, we plan to implement the re-indexer within the indexer of Brindexer so that
there is no overhead from reading and writing entries to suspect files. We also plan to
implement Brindexer for other HPC storage systems like BeeGFS and IBM Spectrum
Scale.



Chapter 7

I/O Load Balancing for Big Data
HPC Applications

7.1 Introduction

High performance computing (HPC) is routinely employed in many science domains such as
Physics, and Geology, to simulate and understand the behavior of complex phenomena. Big
data driven scientific simulations are resource intensive and require both computing and I/O
capabilities at scale. There is a crucial need for revisiting the HPC I/O subsystem to better
optimize for and manage the increased pressure on the underlying storage systems from big
data processing.

Several factors affect the I/O performance of big data HPC applications. First, the number
and kinds of applications that an HPC storage system supports is increasing rapidly [213],
which leads to increased resource contention and creation of hot spots where some data
or resources are consumed significantly more than others. Second, the underlying storage
systems, e.g., Ceph [201], GlusterFS [46], and Lustre [47], are often distributed, and adopt a
hierarchical design comprising thousands of distributed components connected over complex
network topologies. Managing and extracting peak performance from such resources is non-
trivial. With changing application characteristics, static approaches (e.g., [68, 198]) are
no longer sufficient, necessitating dynamic solutions. Third, the storage components can
develop load imbalance across the I/O servers, which in turn impacts the performance and
time to solution for the big data problem. Consequently, achieving load balancing in the
storage system is a key for achieving a sustainable solution.

Load balancing for HPC storage systems is crucial and is being actively studied in recent
works [71]. Extant systems typically attempt to perform load balancing by either having
limited support for read shedding to redirect read requests to replicas of the primary copy,
e.g., in Ceph [135], or performing data migration. Alternatively, per-application load bal-

100
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ancing has also been considered to balance the load of an application across the various
I/O servers [198]. These existing approaches lack a global view of all the components in the
hierarchical structure of the system, and mainly focus on only a small subset of metrics (e.g.,
only the storage capacity, and not performance of the components). Thus, these approaches
cannot guarantee that the aggregate I/O load of multiple big data applications concurrently
executing atop a parallel file system (with bursty behavior) is evenly distributed.

Consider the Lustre file system that forms the backend storage in, among other HPC sys-
tems, Oak Ridge National Laboratory’s (ORNL) Titan supercomputer [43, 72]. The default
strategy in Lustre is to allocate storage targets to I/O requests using a round-robin approach.
Experiments show that this approach is inclined to either under- or over-utilize the resources
due to the bursty nature of applications.

In this chapter, we address the load imbalance problem in Lustre by enabling a global view
of the statistics of key components. We select Lustre to showcase our approach as Lustre is
deployed on 60 of the top 100 fastest supercomputers [72], and improving its performance
will benefit a wide range of applications and users. We go beyond just network load balanc-
ing, e.g., as in NRS [166], or per-application approaches, e.g., as in access frequency-based
solutions [198], to ensure that the Lustre Object Storage Targets (OSTs) that actually store
and serve the data along with other I/O system components are load balanced. We lever-
age the existing hierarchy of Lustre to avoid introducing additional performance bottlenecks,
and co-locate the global component of our load balancer on Lustre’s Metadata Server (MDS)
that has a global view of all other components.

Our goal is to improve the end-to-end performance of HPC storage systems for big data
applications. Our data-driven approach learns system behavior to better manage the load
across various Lustre components. Specifically, we make the following contributions.

• We design a model for the Lustre file system to incorporate a load balancing strategy
that considers the global view of the system parameters.

• We utilize a scalable publisher-subscriber model to monitor and capture the load of
key components in Lustre. We use a Markov chain model that learns and predicts
the future behavior of the application using the monitored data, and a minimum-cost
maximum-flow algorithm to assign storage targets in a global load aware fashion.

• We design a realistic trace-driven Lustre simulator that captures the load imbalance
behavior. We use the simulator and a real setup to study our approach and design
decisions therein.

• We also evaluate the effectiveness and scalability of our approach. Experiments show
that our approach helps in achieving a better load-balanced storage servers, which in
turn can yield improved end-to-end system performance.
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7.2 Background and Motivation

In this section, we first present an overview of the existing load balancing used for Lustre.
Then we present a quantitative study of the load imbalance in the HPC I/O subsystem to
motivate our approach.

The default Lustre implementation uses a round-robin approach coupled with disk utilization
measure to balance the load across Object Storage Targets (OSTs). The first available OST
is selected to store a file and if the OST still has available space (more than a predefined
threshold), is then placed at the end of a list for the next round . This technique does not
consider the load on other resources (MDS or Object Storage Servers (OSS)) or the I/O load
on OSTs, and can lead to performance degrading hot spots.

Network Request Scheduler (NRS) [166] aims to achieve distributed network load balancing
at the Lustre server level by reordering incoming RPCs to a Lustre server (e.g., MDS or
OSS) so that individual Metadata Storage Targets (MDTs) or OSTs running on the server
receive a fair share of the server’s network resources. Our approach differs from NRS in that
we go beyond considering only the network resources to include the many factors affecting
I/O performance on various Lustre components (Table 7.1), and aim to provide a globally
balanced I/O subsystem to offer more stable I/O performance.

7.2.1 Progressive File Layout

Striping in Lustre file system enables users to obtain high I/O performance throughput [98].
Data is divided into stripes according to a striping pattern and the striped data is stored
across OSTs in a round-robin fashion. Progressive file layout (PFL) [134] is a recent feature
in Lustre where a file can have a series of flexible striping layouts. Using PFL, a file can
be created with several non-overlapping extents, with each extent having different striping
parameters.

Figure 7.1: An example PFL layout.

An example of a 4-component PFL layout is shown in Figure 7.1. The first component with
extents ranging from zero to 128 MB has only one stripe. As the file size increases beyond
128 MB till 512 MB, the file will be divided into three stripes, from 512 MB to 2 GB, the
number of stripes is eight, and beyond 2 GB till the end of file, the file will have 16 stripes.
The PFL feature is implemented using composite file layouts for regular files. The number of
sub-layouts in each file and the number of stripes in each sub-layout can be specified by users
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Component Factors Discussion
Metadata Server (MDS) CPU% CPU and memory utilization

Memory% reflect the system load.
/proc/sys/lnet/stats Load on the Lustre networking

layer connected to MDS.
Metadata Target (MDT) mdt.*.md stats Overall metadata stats per MDT.

mdt.*.job stats Metadata stats per MDT per job.
Object Storage Server (OSS) CPU% Reflects the system load

Memory% of the management server.
/proc/sys/lnet/stats Load on the Lustre networking

layer connected to OSS.
Object Storage Target (OST) obdfilter.*.stats Overall statistics per OST.

obdfilter.*.job stats Statistics per job per OST.
obdfilter.*OST*.kbytesfree Available disk space per OST.
obdfilter.*OST*.brw stats I/O read/write time and sizes per OST.

Table 7.1: List of I/O performance statistics for relevant system components.

using the lfs setstripe command. An example command for the PFL layout in Figure 7.1
is given below, where parameters E and c specify the extent and stripe count respectively.

lfs setstripe -E 128M -c 1 -E 512M -c 3 -E 2G -c 8 -E -1 -c 16 <filename>

7.2.2 I/O Performance Statistics

Lustre is a hierarchical system. We identify the factors that affect the I/O performance in
every layer of the system as shown in Table 7.1. We utilize the files /proc/meminfo and
/proc/loadavg to capture the memory and CPU utilization, and also read the values of
Lustre parameters in various components of the hierarchical system, e.g., via
obdfilter.*OST*.brw stats.

The performance for serving metadata and the I/O rate of serving the actual data to the
clients is dependent on the network performance. A congested network affects the I/O
performance adversely. The network bandwidth information can be extracted using the
lnet stat interface (/proc/sys/lnet/stats), which runs over LNET and Lustre network
drivers.

7.2.3 The Need for Load Balancing

We conducted a simulator-based study to demonstrate the need for balanced load placement
across Lustre components. Our simulator (Section 7.4.1) faithfully implements the func-
tionalities of various components in Lustre. In our model, we have 8 OSSes and every OSS
is linked to 4 OSTs (a total of 32 OSTs). We use 24-hour traces from the combination of
three application traces to drive the simulator. Two of the application traces are from the
Interleaved-Or-Random (IOR) benchmark [121] and the Hardware Accelerated Cosmology
Code (HACC) Application I/O kernel [120], while the third application trace is generated
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from a HPC Transaction Processing Application (TPA) running at a large financial institu-
tion [190]. For this test, we use the default round-robin approach of Lustre for allocating
OSTs for file creation requests. All results shown are the average taken from three runs.
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We measured load balance by taking the ratio of maximum system load to the mean system
load—system load for OSTs is the disk space used, and for OSSes is the CPU utilization. This
ratio should be one for ideal load balance. For OSTs, we measure the ratio of maximum
disk space consumed taking all OSTs into account to the mean disk space consumed for
every hour for 24 hours as shown in Figure 7.2. We see that the system starts from a highly
unbalanced setup of OSTs and takes over 12 hours to get close to 1. Thus round-robin is
very slow in providing load balance.

In addition to load balancing OSTs, our objective is to also have a load balanced set of OSSes.
We study the ratio of maximum CPU utilization taking all OSSes into account to the mean
CPU utilization for a period of 24 hours with 1-second interval as shown in Figure 7.3.
This ratio should also be ideally 1. As seen in the graph, there are huge fluctuations in the
ratio for a very long window of 20 hours, again highlighting the weakness of the round-robin
approach.

Since, load on OSTs is a continuous function (not represented in Figure 7.2), we also plot
load of OSTs along time in a box-plot. Capacity in an OST is the amount of free disk space
available. As the capacity continuously changes every hour, we normalize it to the median
OST capacity for that hour. This is shown for the studied 24-hour period in Figure 7.4.
The box plot highlights the variation in the capacities of all OSTs combined for different
hours. Round-robin policy is unable to balance the system due to lack of consideration for
numerous other factors as discussed earlier. As the trace file from IOR benchmark generates
a continuous stream of file write requests instead of a more complex bursty pattern, the
system still becoming unbalanced shows the weakness of the default approach to capture the
application behavior and create a well-balanced and application-attuned load distribution.

This study highlights the need for better load balancing for the HPC I/O subsystem. More-
over, an opaque round-robin approach is incapable of accounting for workload dynamic-
ity [198] such as that created by regular purge of old data in HPC systems (by OLCF
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Figure 7.5: Overview of the proposed architecture.

practice [44]). In this chapter, we address such problems by designing an OST management
layer that provides a global and detailed system state view to the allocator.

7.3 System Design

We have implemented our load balancing design for the widely-used Lustre file system.
However, our design can be extended for use in other HPC parallel file and distributed
storage systems that employ a similar hierarchical structure.

Figure 7.5 shows an overview of the architecture. It presents an “end-to-end” control plane
for managing I/O with components both on the client side and the server side. When run-
ning applications for the first time, the client side makes use of a customized tracing tool,
miniRecorder. This tool collects information about the I/O accesses, such as the num-
ber of bytes written, file name, number of stripes, and MPI rank and communicator for
each file. MiniRecorder needs to collect traces only for the first run of an application.An
application’s I/O behavior is identified, which does not change across multiple runs of an
application. The collected traces are fed into the parser that then uses the information
to drive the prediction model. Our predictions are based on ARIMA time series model-
ing [48]. The output of the time series prediction provides estimates of future application
requests, which are sent to the configuration manager. The configuration manager is
responsible for determining if the layout for an application is PFL. PFL Config stores all
the PFL configurations added by a user which is used by the configuration manager. The
output is then stored in an interaction database for later use. We refer to the database
as “interaction database” because it offers a point of interaction between our server-side and
client-side libraries.

On the server side, OSSs collect the CPU and memory usage information, associated OSTs
capacity (kbytestotal) and the number of bytes available on the OSTs (kbytesavail). These
statistics are sent to the MDS using the statistics collector module on the OSSs. The
collected information on the MDS is parsed in the statistics collector placed on the
MDS to generate a file containing updated statistics for the MDS, OSS and associated
OSTs. This file is fed to the OST allocation algorithm. The input to the OST allocation
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algorithm is the predicted set of requests received from the clients from the interaction

database via ZeroMQ message queues [86], and the output is the list of OSTs to be al-
located for every request, which will yield a load-balanced distribution over the involved
OSSs and OSTs. The allocated OSTs are stored in the interaction database along with
the predicted requests. Next, the placement library intercepts the I/O requests from
the applications, consults the interaction database, and routes the application requests to
appropriate resources by creating a given file’s metadata on the MDS.

7.3.1 Parallel File Access Modes for Varying Striping Layouts

Before explaining the different components, we show how different file access modes - File-
per-process (FPP) and Single-shared-file (SSF) are represented in PFL and non-PFL layouts.
We show an overview of the representation in Figures 7.6, 7.7, 7.8, and 7.9. The PFL layout
used in the example is Configuration 1 discussed in Section 7.2.1.

Figure 7.6: Layout in FPP mode - 4 processes each writing 8GB in a non-PFL setup.

Figure 7.7: Layout in FPP mode - 4 processes each writing 8GB in a PFL setup.

Figure 7.8: Layout in SSF mode - 1 process creating a 32GB file in a non-PFL setup.

Figure 7.9: Layout in SSF mode - 1 process creating a 32GB file in a PFL setup.

For FPP mode, we have four processes each writing 8 GB to the parallel file system. In
the non-PFL layout, each 8 GB file will be striped into a pre-defined number of stripes (8
in the figure), where as, in the PFL layout each 8 GB file will be striped according to the
PFL layout set by the user for those files or directories (Configuration 1 ). In SSF mode, a
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single process creates a single file where all other processes perform I/O operations. This
file will be striped into a pre-determined number of stripes according to a non-PFL or a
PFL layout. It is evident that different stripes will be of different sizes based on the file
access modes as well the striping layouts. The challenge lies in selecting OSTs to place these
varying size stripes such that all OSTs are load balanced and have less resource contention,
which improves the I/O throughput.

7.3.2 Client-Side Components

In the following, we describe the components that run on the clients.

Tracing Tool

We implement a simple and lightweight I/O tracing library, miniRecorder, based on Recorder
[127]. Recorder is a multi-level I/O tracing framework, which can capture I/O function calls
at multiple levels of the I/O stack, including HDF5, MPI-IO, and POSIX I/O. For our end-
to-end system, we limit the range of intercepted function calls to file creation and write calls,
and record the bytes written, file name, stripe count, and MPI rank and communicator for
each file. We focus on writes more than reads because caching mechanisms and burst buffers
that are typical in modern HPC deployments absorb most of the read requests once the file
has been written. Therefore, the load imbalance is mainly due to write requests [127, 151].
The traced data is processed by the parser and converted into a readable (comma separated)
.csv format file. This file is then sent to the prediction library (ARIMA Inspired Prediction
Algorithm discussed in the next section). The tracing tool is lightweight and our tests show
that it adds a negligible memory and CPU overhead of ∼0.3% and <1%, respectively, during
application execution.

ARIMA-Inspired Prediction Algorithm

HPC applications have been known to show distinct I/O patterns [151]. Based on our
interactions with HPC practitioners, this predictability is expected for emerging applications
as well. We leverage this observation to model three key properties of HPC I/O, namely, write
bytes, stripe count, and MPI rank. We collect these parameters using the tracing tool on the
first run of an application to train our model. Previous works [19, 38, 39] present auto-tuning
approaches for MPI-IO and Lustre to learn and predict the I/O parameters for improving
read and write performance of HPC applications. These approaches use a range for Lustre
stripe-counts, I/O buffer sizes and I/O bandwidth of previous runs. We use AutoRegressive
Integrated Moving Average (ARIMA) model [48] to fit our multivariate time series data
and predict future values. Our choice of ARIMA is dictated by its performance and the
time-series nature of the write bytes and stripe count of the requests. We experimented with
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several alternatives, such as the Markov Chain Model [170], to model the data. However,
ARIMA yielded better accuracy with lower memory and computing overhead. For example,
we observed a 99.1% accuracy in IOR data using ARIMA, while Markov chain model yielded
an accuracy of 95.5%. The CPU overhead for ARIMA was less than 1.2% compared to 4.5%
in Markov Chain, while the memory usage for ARIMA is 10 MB in comparison to 90 MB
usage in Markov chain.

We implement our prediction model on the client side, where the calls would be intercepted,
rather than on MDS. This has two advantages: i) since each application has its own client,
the model can be applied at scale without overwhelming the centralized MDS; and (ii) the
approach makes the MDS application-agnostic, where the server can focus on write requests
and types in a global fashion and not be concerned with individual applications. The ap-
proach also provides for a much more efficient solution when multiple applications run on
(multiple) clients simultaneously.

A time series is defined as a sequential set of data points, measured typically over successive
times. It is represented as a set of vectors x(t), t = 0, 1, 2..., where t is the elapsed time [45].
The term ARIMA involves three parts, AR denotes that the variable is regressed on its prior
values, I stands for ‘integrated’, which means that the data values are replaced with the
difference between the present and previous values, and MA represents the fact that the
regression error is a linear combination of error terms occurring in the past. There are
three parameters used for every ARIMA model. The parameter ‘p’ is the number of lag
observations (lag order), ‘d’ denotes the number of times raw observations are differenced
(degree of differencing), and ‘q’ represents the size of moving average window (order of
moving average).

The first step is to select the values of parameters (p, d, q). To this end, we run the model
on all combinations (skipping the ones that fail to converge) of the parameters over our
dataset, which we get from the tracing tool, and select the combination with the least Root
Mean Square Error (RMSE). We vary the values of p, d, and q from 0 to 5. We go from 0 to
5 for all the values because going beyond 5 would be computationally expensive. For HACC-
IO, the least RMSE was found for (5, 1, 2) and IOR gave the minimum RMSE for (2, 1,

1). The next step is to fit the ARIMA(p, q, d) model by exact maximum likelihood via
Kalman filters [84]. This fitted model is then used to predict the write bytes, stripe count,
and MPI rank values for future application I/Os. We use statsmodels.tsa.arima model

package in Python for our ARIMA implementation. Our results show a 98.3% accuracy in
HACC-I/O data and 99.1% accuracy in IOR data.

Configuration Manager

The configuration manager determines if an application is performing I/O in PFL or non-
PFL layout. It takes as input the predicted set of requests, containing the file name, stripe
count, write bytes, and MPI rank, which is given by the prediction model, and the file
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File Name File Size Extent ID Extent Start Extent End Stripe Size Stripe Count MPI Rank
/mnt/lustre/ior/test.0 8589934592 1 0 134217728 134217728 1 0
/mnt/lustre/ior/test.0 8589934592 2 134217728 536870912 134217728 3 0
/mnt/lustre/ior/test.0 8589934592 3 536870912 2147483648 201326592 8 0
/mnt/lustre/ior/test.0 8589934592 4 2147483648 8589934592 402653184 16 0
/mnt/lustre/ior/test.1 8589934592 1 0 134217728 134217728 1 1
/mnt/lustre/ior/test.1 8589934592 2 134217728 536870912 134217728 3 1
/mnt/lustre/ior/test.1 8589934592 3 536870912 2147483648 201326592 8 1
/mnt/lustre/ior/test.1 8589934592 4 2147483648 8589934592 402653184 16 1

Table 7.2: Interaction database snapshot for IOR in FPP mode in PFL layout.

containing all PFL layouts for a client. If the file names or the application directory in the
predicted requests set match those in the PFL configuration file, the stripe size and stripe
counts for the file are set based on the PFL configuration. If there are no matches found for
the file name or the directory in the PFL configuration, then the layout is non-PFL. The
output of the configuration manager is the set of all predicted requests combined with the
corresponding stripe size, stripe count, and MPI rank of the files. This entire set is sent to
the interaction database. The stripe size for both layouts is calculated for all files in the
configuration manager based on the 64k-alignment constraint by Lustre, which is explained
below.

Lustre’s 64k-alignment constraint for stripe size Stripe size is an important param-
eter for load balancing in a distributed file system. Every stripe needs to be assigned to an
OST. Intuitively, in order to calculate stripe size, we can divide the total file size by the
stripe count. Both of these parameters are given as part of the input requests set in the
configuration manager. But calculating stripe size is non-trivial because Lustre imposes the
constraint that in order to place stripes into the allocated OSTs, stripe size should be even
multiples of 64k. We term 64k or 65536 bytes as Alignment Parameter (AP). This constraint
becomes a problem for files which are not AP aligned, for example when the total file size
is 803405824 bytes, which is not an even multiple of AP. We consider two ways to overcome
this constraint.

Method-I: This method assumes that we can allocate equal number of even multiples of AP
into the first (stripeCount - 1) number of OSTs, and the remaining even multiple of AP
goes into the last OST. Equation 7.1 gives the total allocation such that the stripes are AP
aligned. The first part of the equation is the placement on first (stripeCount - 1) number of
OSTs and the second part is the number of bytes written on the last OST.

writeBytes = (AP ∗ 2 ∗N ∗ (stripeCount− 1))+

(AP ∗ 2 ∗X)
(7.1)

where,

N =

⌊
writeBytes

AP ∗ 2 ∗ (stripeCount− 1)

⌋
(7.2)
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The remaining number of bytes to be written on the last OST is then given by:

remainingBytes = writeBytes−
(AP ∗ 2 ∗ (stripeCount− 1))

(7.3)

Therefore,

X =

⌈
remainingBytes

AP ∗ 2

⌉
(7.4)

Note that we round down the allocation in the first (stripeCount - 1) number of OSTs and
round up the allocation in the last OST. Multiplication with 2 ensures that the stripe size
is an even multiple of AP. Stripe size for the last OST is (AP ∗ 2 ∗X), and for each of the
remaining OSTs is (AP ∗ 2 ∗N). However, a major drawback here is that this method does
not place the load evenly among all the OSTs. The number of bytes written on the last OST
will always be smaller compared to the bytes written on the other OSTs for a particular file.

Method-II: This method overcomes the drawback of the previous method by allocating even
multiple of AP in all the OSTs.

writeBytes = AP ∗ 2 ∗N ∗ stripeCount (7.5)

where,

N =

⌈
writeBytes

AP ∗ 2 ∗ stripeCount

⌉
(7.6)

Stripe size for all the OSTs is given by (AP ∗2∗N). Both methods ensure an even multiple of
64k-alignment of stripe size for all the stripes allocated in the stripeCount number of OSTs,
by allocating a slightly bigger file than was requested by the client. The second method
places all the stripes equally on all the OSTs but needs a bigger file to be allocated in
comparison to the first method. Thus, there is a trade-off between how big the file allocation
we can allow versus balancing all the stripes among the OSTs. Our results show that for a
766.175 MB file size, we allocated 833 KB (0.1%) bigger file using the second method and
63 KB (0.008%) more in the first method. We proceed with the second method because
in spite of allocating a little more than was requested by the client, this approach ensures
allocating equal stripes on all the OSTs. This would lead to similar load accesses from all
OSTs and OSSs, therefore approaching towards a load-balanced setup.

Interaction Database

The interaction database is a SQL database located on the Lustre clients. It serves as
the medium through which the MDS and clients interact with one another. First, the output
set from the configuration manager is stored in the database. Different tables are used
to store PFL and non-PFL layout files. Tables 7.2 and 7.3 show an example snapshot of
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the interaction database for IOR in FPP mode with 2 processes each writing 8 GB in PFL
and non-PFL layout respectively. For PFL layout, we use the example PFL configuration
(Configuration 1 ), discussed in Section 7.2.1. As seen in Table 7.2, every file is associated
with all the extents specified in the PFL configuration. For each file, we store the file name,
the file size in bytes, the extent ID from the PFL configuration file, the corresponding start
and end range for the extent, stripe size, stripe count and the MPI rank. For non-PFL
layout, shown in Table 7.3, we store the file names, stripe size of the files, number of stripes
associated with every file, and the MPI Rank. The stripe size of the files is calculated using
the 64k-alignment parameter which is discussed in Section 7.3.2.

File Name Stripe Size Stripe Count MPI Rank
/mnt/lustre/ior/test.0 1073741824 8 0
/mnt/lustre/ior/test.1 1073741824 8 1

Table 7.3: Interaction database snapshot for IOR in FPP mode in non-PFL layout.

The MDS uses a scalable publisher-subscriber model via Zero message queue [86] to retrieve
the required contents from the interaction database. The pub-sub model helps in scaling to
a large number of clients [152]. The specific steps are discussed in Section 7.3.3. For our
implementation, we use MySQL 8.0.12 Community Server Edition. Our results show that
writing and retrieving data from the interaction database is very efficient, using <0.3% and
<0.4% of CPU and memory, respectively.

Placement Library

The placement library complements the prediction model by providing a lightweight, portable,
and user-friendly mechanism to access and apply the predicted file layout to an application’s
I/O workload (i.e., without any code modification). the placement library relies on function
interpositioning provided by the GNU dynamic linker to prioritize itself over standard system
calls, and the profiling interface to MPI (PMPI). Hence, it can be used by setting the envi-
ronment variable LD_PRELOAD to the path of the shared library. Metadata operations (e.g.,
open()) issued by the application are intercepted and redirected to the placement library.
Following the example layouts shown in Figures 7.6, 7.7, 7.8, and 7.9, the placement library
supports both non-PFL and PFL layouts for FPP and SSF.

For every I/O cycle, the placement library queries the interaction database via the MySQL
C API with the file name passed by the original metadata operation, fetches the matching
rows, and applies the predicted striping pattern to the file, if the file does not exist yet. To
facilitate this, Lustre provides a user library called llapi, which allows the user to describe
a specific striping pattern. However, the placement library cannot use llapi directly, since
it internally triggers open() calls, which would result in a continuous, recursive loop due to
nature of the preloading mechanism. Therefore, the placement library mimics the behavior
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of llapi and communicates directly with the Lustre Logical Object Volume (LOV) client to
create the file metadata on the MDS, similarly to [137, 138, 196].

If the result returned by the MySQL query contains only one row, the non-PFL layout is
applied by allocating a Lustre file identifier and the corresponding Layout Extended Attributes
(Layout EA) on the MDS. For both FPP and SSF, the predicted striping pattern is applied
by initializing the Layout EA with the stripe count, stripe size, and list of OSTs retrieved
from the interaction database.

If the MySQL query returns more than one row, the PFL layout is utilized. For both FPP
and SSF, every row represents one non-overlapping extent for a given file. the placement
library iterates over all rows, allocates an array of sub-layout components (one for each file
extent), and applies the predicted striping pattern to the file by storing it in a composite
layout on the MDS. Composite layouts, unlike Layout EA, allow the specification of different
specific striping patterns for different ranges (i.e., extents) in the same file.

Algorithm 8 presents a simplified overview of the placement library, which is run on every
client. It currently supports POSIX I/O, MPI-IO, and HDF5 and the following I/O calls:
open[64](), creat[64](), MPI_File_open(), and H5Fcreate(). The key advantage of
this transparent approach is that applications can directly benefit from the prediction model
without modifying the source code.

Algorithm 8: File layout creation on the MDS.

Input: File Name file, Access mode flags
Output: Call to real metadata operation (e.g., open())
begin

if fileExits(file) == TRUE then // File exits; return.
return realMetadataOperation(file, flags)

flags = flags | O LOV DELAY CREATE

result = queryInteractionDatabase(file)
if numMySQLrows(result) == 1 then // Non-PFL layout.

row = fetchMySQLrow(result)
layoutEA = allocLayoutEA(row.stripeCount, row.stripeSize, row → OSTs)
createLayoutEAonMDS(file, flags, 0644, layoutEA)

else if numMySQLrows(result) > 1 then // PFL layout.

while row = fetchMySQLrow(result) do
allocExtentPFL(layoutPFL, row.extentEnd, row.stripeCount,
row.stripeSize, row → OSTs)

createCompositeLayoutMDS(file, flags, 0644, layoutPFL)

return realMetadataOperation(file, flags)
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7.3.3 Server-Side Components

In the following, we describe the components that run on the servers (OSSs and MDS) and
how they interact with each other.

Statistics Collector on OSS

Statistics collection is done for every OSS. The list of all the OSTs for a particular OSS
is saved in a configuration file that is provided as input to the statistics collector

for that specific OSS along with the OSS ID. For every OST, we collect the total and
available capacity, found in the files /proc/fs/lustre/obdfilter/ost name/kbytestotal and
/proc/fs/lustre/obdfilter/ost name/kbytesavail, respectively. We also collect the CPU
and memory utilization of the OSS by reading data from the files /proc/meminfo and
/proc/loadavg. The statistics collection algorithm runs every 60 seconds on all the OSSs.
We choose 60 seconds as our interval for statistics collection so that we get updated statistics
on the MDS without over-loading the OSSs. These statistics are sent to the MDS.

The load monitoring (statistics collection) solution needs to be scalable. Therefore, we
use a publisher-subscriber model [152] for the statistics collection framework. OSSs act
as publishers and MDS as the subscriber. Statistics collected in the OSSs are sent to the
MDS via a message queue. We use ZeroMQ (φMQ) [86] as our message queue because it is
lightweight and has been shown to be very efficient at large scale [151, 152, 153, 196]. We
also collect the CPU and memory utilization of the MDS every 60 seconds, in the same way
as it is collected in the OSSs. Our tests with the implementation show that the statistics
collection framework on average has negligible CPU and 0.1% memory utilization on the
OSSs, and 0.6% CPU and 0.1% memory on the MDS.

Statistics Collector on MDS

The statistics collector on the MDS is responsible for the following:

• Collecting statistics from the MDS.

• Subscribing to statistics from the OSSs via ZeroMQ.

• Parsing all the collected statistics.

The CPU and memory utilization collected in the MDS is important to determine when the
OST allocation algorithm will run. The OST allocation algorithm runs only if the CPU
utilization is lower than 70% and memory utilization is lower than 50%. This is done so that
the load balancing algorithm does not disrupt the normal functionalities of Lustre’s MDS.
The collected statistics from the MDS and OSSs are parsed and is sent as input to the OST
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File Name File Size EID Extent Start Extent End Stripe Size #Stripe MPI Rank OST List
test.0 8589934592 1 0 134217728 134217728 1 0 10
test.0 8589934592 2 134217728 536870912 134217728 3 0 24 29 34
test.0 8589934592 3 536870912 2147483648 201326592 8 0 15 2 28 25 11 21 7 33
test.0 8589934592 4 2147483648 8589934592 402653184 16 0 14 23 16 30 1 6 4 26 ...
test.1 8589934592 1 0 134217728 134217728 1 1 24
test.1 8589934592 2 134217728 536870912 134217728 3 1 13 9 29
test.1 8589934592 3 536870912 2147483648 201326592 8 1 22 11 35 21 5 7 17 10
test.1 8589934592 4 2147483648 8589934592 402653184 16 1 14 23 16 30 1 6 15 4 ...

Table 7.4: Interaction database snapshot showing OST allocation for IOR in FPP mode in
PFL layout.

File Name Stripe Size Stripe Count MPI Rank OST List
/mnt/lustre/ior/test.0 1073741824 8 0 30 20 5 1 22 35 14 23
/mnt/lustre/ior/test.1 1073741824 8 1 20 19 1 9 29 2 33 18

Table 7.5: Interaction database snapshot showing OST allocation for IOR in FPP mode in
non-PFL layout.

allocation algorithm (Section 7.3.3). Our results show that the statistics collector on the
MDS has a CPU utilization of 0.1% and negligible memory utilization.

OST Allocation Algorithm

The input to the OST allocation algorithm is the parsed OSS and OST statistics, and
the write requests (file name, stripe size and stripe count) sent by the clients.

Algorithm 9: Obtaining list of OSTs for each request.
Input: OSS statistics cpu & mem, OST statistics totalKbytes & kbytesAvail, Write Requests stripeSize & stripeCount
Output: OSTAllocationList
begin

for OSS oss in OSSList do
ossLoad = (cpuweight ∗ cpu) + (memweight ∗mem)
for OST ost in OSTList do

ostCostToReach = OSSLoad
ostCost = (totalKbytes− kbytesAvail)/totalKbytes
ostCapacity = kbytesAvail/stripeSize

flowGraph = buildGraph(Requests, OSS, OST)
OSTAllocationList = minCostMaxFlow(flowGraph)
return (OSTAllocationList)

Function buildGraph
Input: Requests req, StripeCount sc, OSTCostToReach ossLoad, ostCost ostLoad, OSTCapacity ostCap
Output: FlowGraph G
totalDemand = sum of stripeCount for all Requests
G.addNode(‘source’, totalDemand)
G.addNode(‘sink’, -totalDemand)
for request r in reg do

G.addEdge(‘source’, r, cost = 0, capacity = sc)
for OST ost in ostList do

G.addEdge(r, ost, cost = ossLoad, capacity = 1)

for OST ost in ostList do
G.addEdge(ost, ‘sink’, cost = ostLoad, capacity = ostCap)

return (G)

Algorithm 9 shows the the OST allocation algorithm, which employs a minimum-cost maximum-
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flow approach [20]. The flow graph that is used to solve the problem is shown in Figure 7.10.
We calculate the cost to reach an OST (which is the load of the OSS), the cost of an OST
(ratio of bytes already used in the OST to the total size of the OST), and the capacity
of an OST (the number of stripes that can be handled by the OST, given by the ratio of
available space in the OST to the stripe size). In order to derive the flow graph, we need
to identify the source and sink nodes. The total demand for the source node is the total
number of stripes requested, and the total demand for the sink node is the negative amount
of the total number of stripes requested. We solve the minimum-cost maximum-flow using
the Ford-Fulkerson algorithm [188]. This outputs a list of OSTs (OSTAllocationList) using
which will yield a balanced load over both OSS and OSTs. For our implementation, we use
the networkx library in Python. Our results show that the algorithm on average uses 1.58%
CPU and 0.1% memory on the MDS.

The list of OSTs obtained from the OST allocation algorithm are then sent to the respective
clients using the publisher-subscriber model via ZeroMQ. The complete set of requests are
stored in the interaction database. Example entries for the database with the complete
allocation for an IOR application in FPP mode with 2 processes each writing an 8 GB
file in both PFL (Configuration 1 ) and non-PFL layouts are shown in Tables 7.4 and 7.5
respectively. We add a new column OST List in the database. The OST List is a space
separated load-balanced list of OSTs for every write request. This example is for a setup
with 7 OSSs and 35 OSTs (5 OSTs associated with every OSS) – therefore, OST ids range
from 1 to 35. As described earlier, the placement library then uses this information to
place the requests, thus completing the load-balanced allocation of resources. If for any
run of the application, the placement library is unable to find more than 50% of files in the
interaction database, miniRecorder, ARIMA prediction and OST Allocation Algorithm will
be executed again to update the interaction database.

Figure 7.10: Graph used in OST Allocation Algorithm.

Summary: Components run both on the client and server side of a Lustre deployment.
MiniRecorder runs on the clients during the first execution of an application (or if the
system cannot find prediction information for most of the accessed files) to capture its I/O
characteristics. Next, the traces are fed into the prediction model and the predicted set
of requests are provided to the configuration manager to check the file layout and calcu-
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late the stripe size of the files. The client and server libraries interact using the interaction
database. Statistics collection on the OSS and MDS happens periodically. Whenever, the
interaction database is updated, it sends the new values to the MDS, which (if not over-
loaded) executes the OST allocation algorithm. The results are sent back to the inter-
action database. For subsequent application runs, the placement library intercepts the
application write/create calls, reads from the interaction database and writes the request to
a load-balanced set of OSTs.

7.4 Evaluation

We evaluate the efficacy of our approach using both a Lustre simulator and a live setup.
In the following, we first describe our simulator and experimentation methodology, then
compare our MCMF-based load balancing with the default Lustre OST allocation approach.

7.4.1 Methodology

Simulator

We have developed a discrete-time simulator based on the overall system design shown in
Figure 7.5 to test our approach at scale. The simulator has four key components closely mir-
roring those of Lustre’s OST, OSS, MDT, and MDS, which implement the various Lustre op-
erations and enable us to collect data about the system behavior. The MDS is also equipped
with multiple strategies for OST selection, such as round-robin, random, and MCMF. We
have implemented a wrapper component that enables communication between our various
simulator components. The wrapper is responsible for processing the input, managing the
MDS, OST, and OSS communication and data exchange, and driving the simulation. All
the network components in the simulator are modeled using Network Simulator (NS-3) [140].
The application traces collected from client side are modeled as clients in the simulator. In
our simulations, all initial conditions are the same at the start of any allocation strategy.
The parameters, number of OSSes, number of OSTs under each OSS are provided as inputs
to the simulator.

Cluster Setup

We also conducted experiments on a small Lustre 2.8.0 setup to determine how the various
components interact. The client node has 8 cores, 2.5 GHz Intel processor, 64 GB memory,
and 500 GB HDD. MDS and two OSSes have 32 cores, 2.0 GHz AMD processors, 64 GB
memory, and 1 TB HDD. All components are connected through a 10 Gbps Ethernet in-
terconnect. We have set 6 OSTs in each OSS, each with 170 GB available disk space and
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1 MDT in the MDS with a disk space of 100 GB. For real setup test, we repeated each
experiment three times, and report the average results.

Workloads

To drive our simulations, we collect application traces at the client side. These application
traces contain two kinds of data: (a) write entries, which have the timestamp, the number
of bytes to be written, and the number of OSTs to be selected (i.e. the stripe count); and
(b) read entry, which has the timestamp, number of bytes to be read and the OST ID from
which the bytes have to be read.

To model the behavior of a real Lustre deployment, we run and capture a trace of 3 simulta-
neously running big data hpc applications on a production Lustre deployment. We use the
HACC I/O kernel [120] that measures the I/O performance of the system for the simulation
of Hardware Accelerated Cosmology Code (HACC) generating around 12000 file events per
second, and the IOR benchmark [121] that is used for testing the performance of parallel
file systems which generates around 20000 events per second. The third trace is generated
from a high performance computing transaction processing application running at a large
financial institution [190]. This trace generates about 15000 file events per second. For our
tests (except the scalability study), we simulate the behavior of one MDS, eight OSSes with
four OSTs per OSS, for a total of 32 OSTs. We also use our real-setup test to verify the
results from the simulator.

7.4.2 Comparison of Load Balancing Approaches

We compare our MCMF based OST load balancing with the standard Lustre round-robin
approach, as well as weighted random allocation where OSTs are selected at random from
a subset of OSTs. Our random allocation model picks a random OST from a subset of the
OSTs whose ratio of available space to total disk space is greater than 0.4. The goal is to
remove the OSTs with less available space from the eligible list of OSTs to serve the request.
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We measure the load balancing in our setup by plotting the ratio of the maximum disk space
used to the mean disk space used over time. The ratio should tend to 1 for a load balanced
setup. As seen from Figure 7.11, over a period of 24 hours, the random allocation gives
the worst result as the ratio starts from 125, which is much more than the starting ratio in
round-robin allocation. In contrast, we get better result with the MCMF allocation scheme.
The ratio starts from 52 and has a steady decline to 1 in only 7 hours compared to 12 hours
in round robin allocation.

In addition to balancing the load across OSTs, our objective is to also load balance the
OSSes’ CPU utilization—which is ignored under extant round-robin. Figure 7.12 shows the
max/mean CPU utilization ratio of OSSes over a period of 24 hours. We see a better load
balance in MCMF compared to round-robin and random allocations with a smoother decline
of the ratio to 1 in 7 hours compared to 20 hours under round-robin strategy.

Our objective is to load balance OSTs such that every OST is at an almost similar state (in
terms of number of bytes available, and load) under various file allocations. Since capacity
of OSTs continuously decreases over time, we use normalized capacity where for every hour,
the capacities of all OSTs are divided by the median capacity. Figure 7.14 shows the box-
plot for normalized capacity vs. time for 23 hours under our approach. When comparing
this with the round robin approach (Figure 7.4), we see that the inter-quartile ranges for
MCMF are less wider than those for round-robin allocation. This shows that at any given
time, MCMF is better able to balance load across OSTs.

We repeat the test on the real setup, and see a similar trend of Max/Mean load on both OSSes
(CPU utilization) and OSTs (disk usage) as shown in Figures 7.11 and 7.12. Figure 7.15
shows the normalized capacity over time. The difference in the interquartile ranges in the
box plots and a fewer number of outliers is due to the fact that on the real setup, we run
2 applications; IOR and HACC I/O kernel, compared to 3 applications being run on the
simulator. The experiment on the real setup also shows that our approach gives better
results on the real setup as well.

On the real setup, we also track on the MDS the CPU and memory utilization of our system
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components, i.e., the publisher-subscriber model, Markov model, and the minimum-cost
maximum-flow algorithm. Figure 7.13 shows the maximum CPU utilization on MDS for a
period of 12 hours over intervals of 30 minutes for our three components. The maximum
CPU utilization is 1.3%, 3.8% and 6.5%, and the maximum memory utilization (not shown in
a graph) on MDS are 15.2 MB, 75 MB and 200 MB for publisher-subscriber model, MCMF
algorithm, and Markov model, respectively. On OSS, the CPU and memory utilization for
the publisher never exceeds 1% and 12 MB, respectively. This shows that our approach
requires negligible resources and can easily coexist with Lustre at scale. The Markov model
component has the highest CPU and memory utilization, and to keep that in check, we
designed the system to train the model and run MCMF algorithm only when the Lustre
CPU utilization on MDS goes below a preset threshold (70% in our tests) to avoid any
impact on data path performance.

7.4.3 Scalability Study
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In our next experiment, we test how our approach will work with higher number of storage
targets. For this purpose, we use a setup with an increasing number of OSTs from 160 to
3600.

In our simulations, in order to calculate the I/O bandwidth, all OSTs are assigned the same
bandwidth at the start. The simulator also takes into account the number of applications
using a particular OST at a given timestamp and calculates the read and write bandwidth
accordingly. We assume that OSTs have equal read and write bandwidth. Figure 7.17 shows
the overall mean I/O bandwidth for Lustre’s default round-robin approach as well as our
MCMF algorithm. As the number of OSTs increases, the mean bandwidth also increases for
both the algorithms. Our algorithm provides better performance than round-robin solution
even for higher number of OSTs. As seen from the figure, MCMF allocation is able to
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achieve up to 54.5% (under 800 OSTs) performance improvement compared to the default
round-robin approach.

The overall execution time for load balancing using both round-robin approach as well as
our algorithm (Markov model along with MCMF) is shown in Figure 7.16. Round-robin
takes less time than our approach to allocate OSTs to incoming requests, but the difference
between both execution times keeps on decreasing as we increase the number of OSTs. This
is because, the increase in execution time with increase in the number of OSTs is much
higher in Round-robin than MCMF. This shows that our approach is more scalable. The
gain in the overall performance as shown in Figure 7.17 is much higher than the gain in
execution time, even for fewer number of OSTs.

The tests show that MCMF algorithm provides better load balanced allocation of OSTs
with improved performance compared to Lustre’s default round-robin allocation. Also, the
performance of our algorithm does not degrade even with very large number of OSTs. More-
over, with higher number of OSTs, the execution time for our approach to allocate OSTs
to requests is similar to that of Lustre’s default round-robin approach. This is seen in Fig-
ure 7.17, where even for higher number of OSTs, MCMF performs better than the standard
approach. Note that the difference in the CPU utilization on MDS when using the de-
fault round-robin allocation compared to when MCMF algorithm along with Markov chain
model was being executed never exceeds 7.3%. Therefore, the benefits achieved by MCMF
algorithm over standard round-robin allocation is achieved at a manageable cost, which is
further amortized by the overall application I/O improvement resulting from the better load
balanced setup.

7.5 Chapter Summary

We have presented a load balancing approach for extreme-scale distributed storage systems,
such as Lustre, where we enable the system to have a global view of the hierarchical structure
and thus make more informed and load-balanced resource allocation decisions. We design a
global mapper to be located in MDS of Lustre, which uses a publisher-subscriber model to
collect runtime statistics of the various components in the I/O system by piggybacking the
data on existing communication, employs Markov chain model to predict future application
requests based on past behavior, and a minimum-cost maximum-flow algorithm to select
OSTs in a load-balanced fashion. Experiments show that our approach provides a better
load balanced solution for both OSSes and OSTs than the extant round-robin approach used
in Lustre. This will lead to better end-to-end performance for HPC big data applications.
In our future work, we plan to incorporate our solution into other systems such as Ceph and
GlusterFS, as well as study our approach under different failure scenarios.



Chapter 8

Conclusion and Future Work

A key goal of this dissertation is to build an application-attuned framework for HPC storage
systems that will mitigate real-world data management problems. In this dissertation, we
have successfully applied the application-awareness principle and methodology to uncover
critical issues in distributed and data-intensive systems. Investigations have led to the design
and development of effective and novel approaches to solve these problems. For example, to
the best of our knowledge, FSMonitor [153] - a scalable file system monitor for large scale
storage systems is the first monitor that can be scaled and used on arbitrary storage systems.

This dissertation is driven by the complexities of modern high performance computing and
data-intensive systems, and the need for more efficient and flexible approaches to manage
such complexities. The work of this dissertation targets three real-world HPC storage sys-
tems: Apache Spark [211] - an in-memory data analytics framework, Lustre [47] - a hugely
popular parallel file system, and Ceph [201] - an open-source and widely-used object stor-
age system. We use real-work applications - SparkBench [112], Hacc-IO [120], FSMark [8],
MDTest [13], and IOR [121]. By performing extensive and deep analysis to understand the is-
sues [157], designing optimization framework [163], practical tools for monitoring [153, 156]
and indexing [159] to efficiently make use of complex application behaviors, and building
“end-to-end” efficient systems [151, 158, 196] to manage different tradeoffs and the massive
volume of data, this dissertation demonstrates improved efficiency and usability of HPC
storage systems at the system level with a broad focus on practical and user-centric metrics.

8.1 Summary

High performance computing (HPC) storage systems are increasingly becoming important.
According to a recent report from National Energy Research Scientific Computing Center
(NERSC) [14], over the past 10 years, the total volume of data stored at NERSC has grown
at an annual rate of 30 percent. This massive rate of data generation has resulted in an in-
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creasing need for high performance distributed storage systems like Apache Spark [211, 212],
Ceph [201] and Lustre [47]. The dependency on HPC storage systems has resulted in input-
output (I/O) operations becoming the bottleneck for application performance. Massively
parallel HPC applications can suffer from imbalance in computation and I/O performance,
with I/O operations becoming a limiting factor in application efficiency [105]. To mitigate
this problem, this dissertation using a holistic redesign approach that cohesively combines
piece-by-piece optimizations provides an effort to implement application-attuned framework
for high performance storage systems to support the I/O needs of HPC applications.

We first understand the I/O behavior of HPC applications which is very important for system
administrators, file system developers, and HPC users. We collected Lustre file system
server level statistics from two clusters, Cab and Quartz at Lawrence Livermore National
Laboratory, for a period of three years and analyzed the statistics in an application-agnostic
manner. Our studies have indicated interesting results which show that most jobs are write-
intensive, showing the importance of improving file system write performance. Our analysis
also led us to believe that focus should be on jobs which run for short duration as the majority
of the jobs run for less than an hour. Also, there should be efforts to educate HPC users to
develop applications which perform efficient writes. This would improve I/O performance as
well as help in reducing I/O contention among jobs. We believe that our analysis will help
all HPC practitioners to build better file systems and utilize it more effectively.

Second, we design a dynamic partitioning approach for in-memory data analytic platforms
by determining the optimal number of partitions and the partitioner for each stage of a
running workload with the goal of minimizing the stage execution time and shuffle traffic.
We also consider the dependencies between stages, including join and co-group operations,
to further reduce shuffle traffic. By minimizing the stage execution time and shuffle traffic,
the design implicitly alleviates the task data skew using different partitioners and improves
the task resource utilization through optimal number of partitions. Experimental results
demonstrate that Chopper effectively improves overall performance by up to 35.2% for
representative workloads compared to standard vanilla Spark.

This dissertation then tackles the issue of trying to monitor HPC storage systems by building
a generic and scalable file system monitor for capturing and reporting events on heteroge-
neous large-scale storage systems. The design uses a three-layer approach to file system
event monitoring. It implements a standard event definition process for any file system, and
works seamlessly for both parallel file systems and object stores. We evaluated our approach
on three Lustre file system testbeds and a 8 TB Ceph store. We found that on a 897 TB
Lustre system, it reported almost 38 000 events per second with low resource utilization.
On the 8 TB Ceph system, FSMonitor reported more than 2000 events per second. Com-
pared to iterative monitoring methods used by the popular Robinhood system, our design
achieves a 14.5% improved event reporting rate for multiple Lustre MDSs. It also performs
well for metadata benchmarks. We also did not notice any performance degradation in data
benchmarks when using our monitor. Finally, we also demonstrated order-of-magnitude
improvements in large-scale file system re-indexing times when using our scalable monitor.
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Next, we build a metadata indexing tool for large-scale HPC storage systems which has an
in-tree design and uses a parallel leveled partitioning approach to partition the file system
namespace into disjoint sub-trees which can be indexed in parallel. Our indexer maintains
an internal metadata index database which uses a 2-level database sharding technique to
increase indexing and querying performance. It also uses a changelog-based approach to
keep track of the metadata changes and re-index the file system. Our design is evaluated
on a 4.8 TB Lustre storage system and is compared with state-of-the-art GUFI and Robin-
hood engines. Our indexer improves the indexing performance by 69% and the querying
performance by 91% with optimal resource utilization.

Finally, this dissertation builds an “end-to-end control plane” to optimize HPC storage
systems by providing efficient load balancing across storage servers. Our proposed system
provides global view of the system, enables coordination between the clients and servers, and
handles the performance degradation due to resource contention by considering operations
on both clients as well as servers. Our implementation provides a balanced distribution
of load over OSTs and OSSs in the Lustre file system, and is able to handle both PFL
and non-PFL layouts for files. We evaluated our system on a real Lustre testbed using two
representative benchmarks—IOR and HACC-I/O—with multiple stripe counts of files as well
as SSF and FPP accesses. Compared to the default Lustre RR policy, our design provides up
to 33% improvement in balancing the load. Moreover, we also observed an I/O performance
improvement of up to 43% for reads without affecting the performance for writes. Finally,
the transparent design of our load balancer makes it attractive for adoption in real-world
deployments.

8.2 Future Directions

This dissertation is focused on practical problems that exist in HPC storage systems. We
are particularly interested in designing systems with high efficiency and flexibility and better
security, and extend our understanding in cyber-physical systems and ubiquitous computing.
In the following, We discuss several future directions as an extension to this dissertation.

8.2.1 ML for I/O and I/O for ML

With the rise of machine learning (ML) frameworks, there is an increasing need for opti-
mizations in ML workloads in the HPC environment. Therefore, there is a need to analyze
the I/O patterns in ML workloads and optimize HPC storage systems for ML. Additionally,
with the rise in the popularity in deep learning and other ML frameworks, the optimizations
should involve using ML technologies to use the enormous amounts of I/O traces to predict
I/O requests from a diverse set of applications and then make HPC storage systems efficient
and application-attuned.
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8.2.2 Edge Computing and Federated Learning

Internet of Things holds tremendous advantages for human society. As computing capacity
of Edge devices is increasing, trend to perform computing on the Edge devices is also gaining
traction. With the rise in popularity of federated learning, existing edge computing frame-
works lacks in optimizing I/O for such huge influx of real-time data. Also, the heterogeneity
in IoT resources add additional challenge in optimization. We need to think about novel
approaches to optimize I/O in a very very minimalistic resource utilization manner for the
emerging IoT.

8.2.3 Containers in HPC

Containers are experiencing massive growth as the deployment unit of choice in a broad range
of applications from enterprise to web services. Containers offer highly desirable features:
they are lightweight, comprehensively capture dependencies into easy-to-deploy images, pro-
vide application portability, and can be scaled to meet application demands. Modern DL/ML
software stacks are complex and bespoke, with no two setups exactly the same. Therefore,
the use of containers is being explored in the HPC environment, and have produced benefits
for large scale image processing, DL/ML workloads. In addition to meeting the computing
needs of HPC applications, containers have to support the dynamic I/O requirements and
scale, which introduce new challenges for data storage and access [18]. Therefore, there needs
to be analysis and optimization frameworks for effective use of containers in HPC.
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